CHAPTER 6

THE COLLEGE ENVIRONMENT REVISITED:
A REVIEW OF RESEARCH AND THEORY

LEONARD L. BAIRD

Researchers’ interest in the important, but extremely complex and slippery topic of the college envi-
ronment has waxed and waned over the last 30 years. Beginning with Pace and Stern’s (1958) devel-
opment of the College Characteristics Index to measure perceptions of environmental press, a great
variety of approaches and instruments were developed to assess the psychological climates of col-
leges (Baird and Hartnett, 1980). The availability of these instruments, joined with an increased inter-
est in college student development, led to a great deal of research on the perceptions of the
environment by different groups and the effects of different environments in the 1960s and early
1970s (Feldman and Newcomb, 1969; Pascarella, 1985). From the mid-1970s to recent years, the focus
seems to have turned to relatively specific aspects of the environment or of subgroups, perhaps
because these aspects are more subject to intervention and manipulation, and because they may
impinge more directly on students’ lives than the global environment (Baird and Hartnett, 1980;
Moos, 1979). Although the listings in Higher Education Abstracts suggest that researchers’ interest in
the college environment has remained at about the same level in recent years, it has not regained its
popularity of the 1960s.

However, several recent developments have renewed interest in the college environment. First
is the call for increased quality in the undergraduate experience (e.g., Boyer, 1986), which entails the
environment. For example, the recommendations of several national reports recommend changes
in the process of education as the pathway to excellence (e.g., Study Group on the Conditions of Excel-
lence in American Higher Education, 1984). Second is the interest of researchers in finding better the-
oretical concepts to explain the ways in which the colleges affect students, as reflected in the
development of models of student-environment interaction to account for student attrition (e.g., Pas-
carella and Terenzini, 1983; Tinto, 1987). These models use concepts which refer, at least partly, to
the faculty and peer environments of colleges. A third is the “ecological” approach to guidance and
counseling that has emerged in the last few years, which attempts to analyze information about
students and their environments and to identify matches and mismatches for the purposes of inter-
vention (e.g., Huebner, 1980).

The purpose of this chapter is to examine the various conceptions of the college environment
and to suggest appropriate assessment strategies. In so doing, I will discuss the history of problems
In conceptualizing and assessing the environment, evidence from studies of college impact on stu-
dents, criteria for theories, the issues of the level of analysis, and the validity of different kinds of
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measures. Finally, potentially useful conceptions
from research into organizational behavior will
be discussed.

A History of Approaches to the
College Environment

Approaches to studying the college environment
can be categorized as demographic, perceptual,
behavioral, and multimethod approaches (Menne,
1967; Feldman, 1972; Huebner, 1980). Demo-
graphic methods are primarily descriptive and
are based on data of record such as enrollment,
distribution of majors, and library bocks per stu-
dent. The perceptual approach relies on stu-
dents’, faculty’s, and administrators’ responses
to items and scales designed to assess their per-
ceptions of their institutions. The behavioral
approach attempts to assess the environment by
measuring detailed observable behavioral reg-
ularities of students, faculty, and staff. The multi-
method approach combines the other three into
a single assessment. Probably the best way to
understand these approaches is to examine them
in their context in the history of research on col-
lege students and their institutions. In general,
this history seems to have followed two main
streams: one stream focused on understanding
and assessing the environment per se, or envi-
ronmental description, and a second stream
assessed the environment as a part of research
that focused on other concerns, such as the
development of talent, the course of vocational
choices, or attrition. Eventually these streams
merged.

The First Stream: Environmental
Description

The approaches that developed in this stream are
mainly organized around specific instruments
which are the operational definitions of various
approaches to the environment. For this reason,
this section of the chapter will describe these
measures in some detail. Although there were
many implicit theoretical approaches to the col-
lege environment, with attendant assessment
procedures, reviewed by Barton (1960), the first
formal proposal for measuring the college envi-
ronment lies in the work of Pace and Stern (1958).
During the 1950s at Syracuse University, Pace
and Stern began to work with the idea that a stu-
dent’s behavior depends not only on personal-

ity but also on the demands of the college and
the interaction between the student’s personal-
ity and the college. For example, a rigid student
may do well in a formal, structured college but
poorly in an informal, unstructured one. Specif-
ically, Pace and Stern attempted to implement
the ideas of Harvard psychologist Henry Mur-
ray about the personality “needs” of an indi-
vidual and the “presses” of the environment that
influence the individual’s behavior. Needs are
manifested by a tendency to perform actions of
a certain kind; for example, a “need for achieve-
ment” might be manifested by working hard for
grades. A press is a property or attribute of an
environment which encourages or discourages
the individual to behave in particular ways
(Stern, 1970).

Presses are of two types, first as they exist in
reality or an objective inquiry discloses them to
be (alpha press), and second as they are per-
ceived or interpreted by the individual (beta
press). The beta press is further composed of a
private press based on the unique and personal
view each person holds about his or her experi-
ence and a consensual press, which is the common
or mutual interpretation of experiences shared
by people participating in events. For example,
a course in calculus could be judged as relatively
difficult or easy by an external expert in mathe-
matics who also had some information about the
prior mathematics training and performance of
the students. This would be the alpha press. An
individual student could feel that the work was
easy or difficult (private beta press) but could
sense the class’s collective view of its difficulty
(consensual or aggregated beta press). Thus, an
individual’s perception of the environment is
based partly on his or her own interpretation of
experience and partly on the interpretations of
important reference groups.

It is this perceived environment that Pace
and Stern attempted to assess with the College
Characteristics Index (CCI), designed to parallel
the measure of needs tapped in the Activities
Index (Al). Although Murray’s theories did not
require that needs and presses be conceived of
as parallel, for the purpose of exploring the
potential value of the CCI Pace and Stern
included scales to parallel those of the Al The
scales were derived from Murray’'s list of
“needs” (1938) and included such variables as
affiliation, autonomy, order, and understanding.
In other words, the 30 scales of the CCl were part
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of a strategy to find environmental presses that
bore directly on the satisfaction or frustration of
a psychological need. In some cases, this strat-
egy had face validity; for example, the Al need-
for-change scale was paralleled by the CCI
change-press scale, which included items on
whether course and procedures were frequently
revised and whether the student body was
diverse in background, opinions, and behavior.
Other scales seemed to be stretching to find envi-
ronmental parallels of needs. For example,
#harm avoidance” included items on fire drills,
health campaigns, housing requirements, and
the absence of such “rough” activities as intra-
mural sports. The parallelism, not intended by
Murray in any case, seems strained and even
misleading as a guide to the environment. In any
case, the approach seemed to focus on the indi-
vidual’s perceptions of the environment. Stern
(1970) subsequently argued that these individ-
ual perceptions of the environment from the CCI
could be aggregated and averaged to yield a por-
trait of the collective environment.

Empirical studies showed that the CCI did
indeed differentiate among colleges; for exam-
ple, the profiles for Bennington and Syracuse dif-
fered. However, the original hope that the
parallelism would reveal a person-environment
“fit” which would affect academic performance
and student satisfaction was not realized.
Although one would expect, for example, stu-
dents with needs for affiliation to get better
grades and to be more satisfied in colleges with
high average scores on the CCI affiliation scale,
most studies showed no effect of congruence on
satisfaction or achievement and have shown neg-
ative effects as often as positive effects (see
Walsh, 1973, and Huebner, 1980, for summaries
of evidence). Further, little has been written to
show how the CCI could be used to improve the
student-college fit, even if it were shown to make
a difference, and less has been written on how
CClI results could be specifically used to improve
“congruence” on campuses.

These negative results are partly due to the
multiple scales on the CCI (i.e., there are 30 pos-
sible “fit” scores), and to the fact that the psy-
chometric strategy used to develop the CCI was
to examine the variance between individuals,
rather than the differences among colleges. That
is, differences in CCI scores were based on dif-
ferences in how different students saw colleges,
some portion of which were due to their per-

sonalities, attitudes, and so on, and on another
indeterminant portion which was due to differ-
ences among the colleges they were attending.
This was because Stern used the student as the
unit of analysis rather than the college. These
limitations led Pace (1969), who had moved to
UCLA at this time, to use a different strategy.
Pace abandoned the press-need parallelism, used
the average scores of colleges as the unit of anal-
ysis, and selected items that seemed directly rel-
evant to the college experience. Pace used the
statistical techniques of cluster analysis and fac-
tor analysis and used the college as the unit of
analysis to reduce the number of scales to reflect
only the major ways colleges differed from one
another. Finally, for the final selection of items,
Pace used a scoring system that was designed to
reflect “consensus.” An item is counted toward
a score in a scale only if two thirds of the respon-
dents agree (or disagree) in the scored direction.
For example, if 69% agreed that “students are
encouraged to take an active part in social
reforms or political programs,” it would count
for one point for a college on the awareness scale;
if only 62 % agreed, it would not count.

The outcome of Pace’s analyses was the Col-
lege and University Environment Scales (CUES).
CUES originally consisted of 150 iterns drawn
from the CCI and provided 30-item scales on five
dimensions: pragmatism, reflecting the college’s
emphasis on practicality, status, and college fun;
community, reflecting the friendliness and
warmth of the campus; awareness, reflecting an
active cultural and intellectual life; propriety,
reflecting properness and conventionality; and
scholarship, reflecting the academic rigor of the
college. Eventually, CUES also included a 22-
item scale of campus morale, and an 11-item
scale of quality of teaching (faculty-student rela-
tionships). Pace (1969) related these scales to a
variety of other information about colleges to
establish their validity. For example, among col-
leges with high scholarship scores, a greater pro-
portion of the faculty held doctorates. Small
colleges were more likely than large colleges to
have high community scores.

In a subsequent study with CUES, Pace
(1974) compared the activities of upperclassmen
and alumni of 100 institutions. Pace found that
these eight types of institutions, selected to reflect
the diversity of American higher education, had
quite different patterns of CUES scores. For
example, selective universities, engineering
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schools, and selective liberal arts colleges had
similar high scores on the scholarship dimension,
but engineering schools had very low awareness
scores, while the other two had very high scores;
less selective liberal arts colleges had community
scores as high as selective liberal arts colleges but
had lower scholarship and awareness scores. The
other types of colleges—general comprehensive
universities, strongly denominational colleges,
and teacher’s colleges—also showed distinctive
patterns on CUES.

However, the most important results of
Pace’s study for questions of validity were the
correlations between CUES scores and the activ-
ities and attitudes of students and alumni. For
example, the art-activity scale measured whether
students and alumni read about art, talk about
it, went to galleries and museums to see it,
bought it, and expressed themselves through it.
The art-activity scale correlated .67 among
upperclassmen and .62 among alumni with their
college’s score on the CUES awareness scale. A
college scoring high on this scale would have “an
environment that encourages concern about
social and political problems, individuality and
expressiveness through the arts, and tolerance of
criticism” (Pace, 1974). Although one would
expect people who experience an environment
that encourages expressiveness through the arts
to be active in art, colleges that score high on the
CUES awareness scale are seldom art schools;
usually they are private liberal arts colleges,
many of which do not consider themselves to
place an extraordinary emphasis on art educa-
tion. And they are not necessarily highly selec-
tive, so the high scores on art activity received
by these schools’ upperclassmen and alumni can-
not be explained simply by the caliber of stu-
dents that the college attracts. Thus, the art
activity of these students and alumni may be a
result of the lively intellectual atmospheres of
their colleges.

This study also found many other relation-
ships between CUES scores and student and
alumni sense of educational progress on a vari-
ety of areas, such as writing, understanding sci-
ence, and critical thinking. In general, students
or alumni reported stronger evaluations of their
progress in colleges with high CUES scores in
areas related to the area of progress. Although
not nearly as strong as evidence from studies of
student change, these self-reports of amount of
progress suggest that the aspects of the envi-

ronment measured by CUES may be related to
the impact of colleges; at least, they are related
to satisfaction.

CUES has also been used to compare the per-
ceptions of different campus subgroups, with
results indicating that most groups perceive the
overall environment in approximately the same
way (e.g., Berdie, 1967), although administrators
often have a much more positive view of their
colleges than do students (Pascarella, 1974). Pace
(1972) also showed that the CUES scores of 80
protestant colleges were related to the strength
of their legal ties to their denominations: “The
more firmly and zealously a college is related
to a church the more clearly it emerges as a dis-
tinctive college environment. And this distinc-
tiveness is defined by uniformly high scores on
the characteristics labeled community, propriety,
and practicality” (p. 37).

CUES was also used in a great many stud-
ies that compared the scores of incoming fresh-
men with those of upperclassmen (Feldman and
Newcomb, 1969, reviewed many of these stud-
ies). In general, incoming freshmen seemed to
share a general idealized image of college as
friendly, stimulating, and vigorous, regardless of
the description provided by students who had
actually experienced the environment. Stern
(1970) called this the “freshman myth.” Some
studies suggested that students quickly formed
a less idealistic view of their college, sometimes
within a few weeks. However, there is little evi-
dence that this “disillusion” has any long-lasting
effects.

CUES has also been used by other
researchers to examine other topics. For example,
Chickering, McDowell, and Campagna (1969)
studied institutional differences and student devel-
opment. Although, like other researchers, they
found little relationship between environmental
scores and changes in personality, measured in
this study by the Omnibus Personality Inventory,
they did find relationships with college “orien-
tations.” Specifically, students in colleges with
high practicality scores tended to shift out of the
“nonconformist” orientation, and students in col-
leges with high community or scholarship scales
tended to shift away from the vocational orien-
tation, intellectual students moved into academic
orientations, and practical students shifted into
vocational and collegiate orientations. All of this
suggests some interactions between student char-
acteristics and college environments. Unfortu-
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nately, there are very few other studies examin-
ing the influence of the variables measured by
CUES and change in students. Thus, the main
evidence for the influence of the environment as
measured by CUES is correlational.

The development of CUES suggests several
issues that apply to all measures of the environ-
ment and that will be considered again in the
concluding section of the chapter. These prob-
lems include finding an appropriate theoretical
scheme to conceptualize the environment, gen-
eralizing from individual perceptions or charac-
teristics to a group or total environment, finding
conceptually and statistically sound units of
analysis and methods of scoring, and establish-
ing the validity of the environmental measure.

Stern (1970) attempted to deal with one of
the limitations of the CCI approach: its large
number of a priori variables and scales. Stern
factor-analyzed the CCI, using individual stu-
dents’ responses as the unit of analysis. Techni-
cally, this meant he had analyzed the variance
between students’ perceptions of colleges in gen-
eral, rather than the variance between colleges
per se. The dimensions identified are therefore
the dimensions of how different students view
their colleges, as well as the dimensions of how
colleges differ from one another as reflected in
the perceptions of their students. Stern has
reported second-order factor analyses of the CCI
and has developed versions for use in high
schools, evening colleges, and organizations.
Stern has also attempted to describe the “cul-
ture” of colleges by factor-analyzing the Activi-
ties Index and the CCI together, and then
describing colleges in joint terms of the charac-
teristics of their students and the students’ per-
ceptions of the environment. This procedure
seems to finesse another question about the col-
lege environment: Is it due more to the charac-
teristics of the people in the college, or is it due
more to the characteristics of the institution in-
dependent of its students?

Although Stern (1970} does not provide a
satisfactory definition of college “culture” or give
a convincing rationale for his analyses, the idea
of simultaneously analyzing average individ-
ual characteristics and aggregate perceptions of
the environment appears to have merit. Stern
used institutions as the unit of analysis, and he
used average scores on the Al need factors and
CCI press factors as variables. The second-order
factor analysis recorded five “culture” factors:

the expressive, a non-work-oriented, noncon-
forming climate peopled by students with non-
applied interests, who do not value orderliness;
the intellectual, characterized by intellectually
demanding courses and faculty, opportunities
for expressiveness, little bureaucratic control,
peopled by students with high levels of interest
in academic achievement and ideas; the protec-
tive, characterized by a highly organized, sup-
portive environment and a relatively dependent,
submissive student body; the vocational, char-
acterized by heavily applied programs, conven-
tionality, and authoritarianism, with students
who tend to be selfish and manipulative; and the
collegiate, characterized by extensive facilities
for student recreation and amusement, ambigu-
ous standards of achievement, and uncertain
administrative practices, with friendly and
assertive students.

Stern also proposed three additional indexes:
dispersion, deviancy, and dissonance. The dis-
persion index is the average variation around the
college or group mean. For example, a college
with a small dispersion index score would pre-
sumably have a high degree of consensus on
desirable behavicr and characteristics; a college
with a large dispersion index would have little
such consensus. The deviancy index is simply the
individual’s distance from the college mean. The
dissonance index is the discrepancy between the
need component and the press component of
each culture score. This index can be calculated
for individuals for assessing intraindividual dis-
sonance or for groups, to assess what Stern calls
“cultural dissonance.” As intriguing as these
indexes are, they, like the “culture” idea, have not
been used systematically in subsequent work.

Other Environmental Measures

The interest in the environment per se and student
characteristics in the mid-1960s led to a variety
of additional measures, most of which were devel-
oped at the Educational Testing Service. The first
of these was the College Student Questionnaire
(CSQ; Peterson, 1968), a lengthy survey which
was designed to do two things: first, to assess stu-
dent characteristics that presumably will affect
their adjustment to college or could be affected by
their college experiences, and second, to assess
aspects of the environment that could influence
that adjustment or development. Obviously, the
questionnaire mixes student and institutional
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characteristics. However, one of its chief values
has been its utility in studying changes in groups
on variables that one would hope would be
affected by college study. It consists of two parts.

Part I, covering students’ backgrounds, atti-
tudes, and plans, was designed to be used with
entering students; Part II, which obtains infor-
mation about students’ educational and voca-
tional plans, college activities, and attitudes
toward their college, is designed to be used with
students who have had one or more years of col-
lege. Each questionnaire consists of 200 multiple-
choice questions, some of which are fairly
complex. Part  can be scored for 7 scales: Fam-
ily Independence, Peer Independence, Liberal-
ismm, Social Conscience, Cultural Sophistication,
Motivation for Grades, and Family Social Status.
Part II can be scored for 11 scales: the first five
described for Part I plus Satisfaction with Fac-
ulty, Satisfaction with Administration, Satisfac-
tion with Major, Satisfaction with Students,
Study Habits, and Extracurricular Involvement.
Although the C5Q was developed atheoretically,
there is an implicit theory of college impact in
these scales; that is, one would hope that as stu-
dents move through college, they would become
independent of their families and independent
of peer pressures, would develop greater social
consciousness, would become more culturally
sophisticated, and, depending on one’'s politi-
cal views, would become more liberal in their
attitudes. One might also hope that students
would be satisfied with their professors, their
majors, their peers, and the administrative poli-
cies and procedures, which, together, would
reflect satisfaction with the environment. That is,
again implicitly, the CSQ assumes that the most
salient feature of the environment is whether stu-
dents feel satisfied that it is meeting their edu-
cational needs.

Because its format is designed to study
change, the CSQ has been used in a wide vari-
ety of studies of student groups, particularly res-
idence groups such as those in fraternities and
sororities and residence halls (Longino and Kart,
1974). Wilder et al. (1986), for example, studied
three cohorts of students at Bucknell, with data
gathered when they were freshmen and upper-
classmen in the 1960s, the 1970s, and the 1980s.
In each time period, “Greek” students tended
to score lower than independent or former Greek
students on the scales assessing family and peer
independence, cultural sophistication, social

conscience, and liberalism. The Greeks also
gained less on these scales during college. How-
ever, the most intriguing finding was that the stu-
dents of the 1980s also scored lower on these
measures and gained less. This result belies the
belief that today’s students start college at a
higher level of maturity than students in the past.

The CSQ was also used in a great many stud-
ies of the “subcultures” in the Clark and Trow
(1966) typology, consisting of the academic, non-
conformist, collegiate, and vocational subcul-
tures. Although the CSQ actually measures the
“orientation” that a student prefers among those
described in four paragraphs, it has, neverthe-
less, been the operational definition used in stud-
ies which find a number of differences among
the four groups of students (e.g., Terenzini and
Pascarella, 1977; Doucet, 1977).

The next environmental approach measure,
the Institutional Functioning Inventory (IFI), was
developed in the “environmental description”
tradition with a project to assess “institutional
vitality,” that is, to identify the characteristics
of colleges that seemed to have strong, individ-
ual atmospheres. This effort changed to one of
identifying the major dimensions of how colleges
function (Peterson et al., 1970). In addition, the
authors realized that, in order to understand how
colleges function, they would need to assess the
perceptions of faculty and administrators, as well
as students. The 11 scales in the IFI thus repre-
sent the aspects that the authors considered the
most important for institutional functioning:
Intellectual-Aesthetic Curriculum; Freedom;
Human Diversity; Concern for the Improvement
of Society; Concern for Undergraduate Learning;
Democratic Governance; Meeting Local Needs;
Self-Study and Planning; Concern for Advanc-
ing Knowledge; Concern for Innovation; and
Intellectual Esprit. Although a factor analysis of
average faculty scores on these scales suggested
that they could be more parsimoniously
described by only four factors (liberal atmo-
sphere, sense of community, intellectual climate,
and ivory tower outlook), the authors contend
that the conceptual distinctions among the scales
warrant their retention.

The “validity” of the scales was suggested
by correlating them with data of record, CUES
scores, and a study of student protest (Sasajima,
Davis, and Peterson, 1968). The correlations
seemed plausible; for example, library size and
research funds were correlated with the
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Advancement of Knowledge Scale (.77 and .72,
respectively), the Concern for the Improvement
of Society Scale correlated with the CUES aware-
ness scale (.68), and the Concern for Under-
graduate Learning Scale was negatively
correlated with the incidence of student com-
plaints and demonstrations about the quality of
teaching. In addition, a multigroup-multiscale
analysis showed that faculty, administrators, and
students generally described their campuses the
same way, with the interesting exception of the
Democratic Governance Scale. On this scale, stu-
dents often perceived much less democracy than
did their professors and administrators.

The IFI seems to be sensitive to the actual dif-
ferences among colleges. For example, although
there is a positive correlation between the Insti-
tutional Esprit and Democratic Governance
scores across all colleges, the profile of one of the
armed service academies shows a very high score
on Institutional Esprit and a very low score on
Democratic Governance; in contrast, a selective
liberal arts college renowned for its flexibility had
a very high score on Democratic Governance and
a very low score on Institutional Esprit.

One of the most extensive studies using the
IFI was conducted by Anderson (1983), who
compared the “functioning” of a number of col-
leges, defined by scores on the IFI obtained
between 1968 and 1972 and scores obtained
between 1979 and 1981, and related these scores
to the financial conditions of the colleges. Over-
all, colleges’ scores on the IFI suggested greater
human diversity and less democratic governance
in the later period. However, state-supported
institutions reported gains on all 11 scales, while
community colleges declined on 4 scales. Most
important, Anderson found little relationship
between changes in finances and changes in the
IFIL. For example, faculty morale was less affected
by salaries and institutional finances than by par-
ticipation in governance. As this study illustrates,
the IFI assesses perceptions of components of the
environment that are important to faculty, as well
as components that are important to students. In
that sense, it involves an implicit recognition that
there are multiple environments that are based
on the experiences of the respondents. For exam-
ple, faculty would generally have little knowl-
edge of student social life or groups, and
students would have little knowledge of the
institution’s policies on publication and tenure,
although these are extremely important to the

groups that can report on them. However, it is
unlikely that most people who are knowledge-
able about college affairs would agree that the
IFI adequately describes how colleges actually
work, or how their daily activities are carried out.

Another approach to the environment was
taken from the literature on organizational the-
ory and behavior. One consistent theme in that
literature is that it is critical to understand the
goals of an organization in order to understand
how it functions {e.g., Georgion, 1973). This idea
has been applied to universities by sociologists
Gross and Grambsch (1968, 1974), who studied
the goals of 68 Ph.D.-granting universities as
seen by faculty and administrators in two dif-
ferent time periods. The results were basically
that the universities in both periods were heav-
ily committed to research and scholarly pursuits,
with much less attention given to students and
their needs. Peterson and Uhl (1977) adapted the
Gross and Grambsch strategy by designing an
Institutional Goal Inventory (IGI) so that respon-
dents can rate each of 90 statements of goals both
according to how those goals are currently
emphasized at the college and according to how
they believe the goals should be emphasized.
The differences between these “is” and “should
be” ratings show how closely present campus
goals match the goals that people prefer, and
they identify areas where changes may be
needed. Furthermore, differences among groups
of respondents on their preferred goals show
how much agreement exists about institutional
purposes and objectives.

The IGI consists of 20 scales. Most of the goal
statements form scales that comprise 13 outcomes,
or substantive objectives, that a college may seek
to achieve: Academic Development, Intellectual
Orientation, Individual Personal Development,
Humanism/Altruism, Cultural/Esthetic Aware-
ness, Traditional Religiousness, Vocational
Preparation, Advanced Training, Research, Meet-
ing Local Needs, Public Service, Social Egalitar-
ianism, and Social Criticism/Activism. The
remaining statements form 7 scales relating to
educational or institutional process goals: Free-
dom, Democratic Governance, Community,
Intellectual/Esthetic Environment, Innovation,
Off-Campus Learning, and Accountability /
Efficiency.

These scales are based on the perceptions of
respondents in response to items concerning their
institution’s goals. For example, in the Academic
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Development Scale, respondents report their per-
ceptions of the importance their institution cur-
rently gives to such goals as “to help students
acquire depth of knowledge in at least one aca-
demic discipline” and “to hold students through-
out the institution to high standards of
intellectual performance.”

Although IGI scores correlated with such
published institutional data as proportion of fac-
ulty with doctorates and sectarian control, the
most interesting study was an analysis of the
views of faculty, students, administrators, and
other members of the institution’s community,
such as residents and legislators, which showed
that different types of institutions differed dra-
matically on the IGI, reflecting their sharply dif-
ferent missions. In a study of 105 California
colleges, Peterson and Uhl (1977) reported that
differences were especially large on the scales
of Research, (universities high, community col-
leges low), Vocational Preparation and Social
Egalitarianism (community colleges high, pri-
vate institutions low).

It is striking that for all institutions com-
bined, the “should be” scores were higher than
the “is” scores on every scale, suggesting that
few institutions are currently meeting their goals,
according to their constituencies. The discrep-
ancy was particularly large for the scales of Com-
munity, Intellectual Orientation, Individual
Personal Development, and Vocational Prepara-
tion. In addition, a study comparing the IGI
scores of the students, faculty, administrators,
chancellors, regents, and residents of local com-
munities of the University of California revealed
some large differences within the institutions.

As with the IFI, factor analysis revealed a
much simpler structure:

In summary, five factors were identified in
the analyses of present importance ratings:
{1) humanistic development, which empha-
sized the personal and ethical development
of the student; (2) a liberal, flexible environ-
ment characterized by freedom in many
activities; (3) service to society; (4) research
and graduate training; and (5) academic and
intellectual development of students and the
associated academic and intellectual climate.
With only two minor exceptions, these fac-
tors were consistent for each participating
group.

The results of the analyses of preferred
importance ratings are very similar to the

analyses of present importance ratings with
two exceptions: (1) the academic and intel-
lectual development factor was not isolated
as a separate factor; and (2) for the faculty
and administrator groups only, an ivory-
tower factor was identified, which included
Factor 3 (service to society) at one pole and
Factor 4 (research and graduate training) at
the other pole. (Peterson and Uhl, 1977, p. 55)

Although an analysis of institutional goals
is commonly considered critical in order to
understand a college’s policies and procedures,
most goals are specifically tied to the history, the
clientele, and the particular programs of the col-
leges. Therefore, it may not appear to be espe-
cially fruitful to many observers to examine
general goals as the approach of the IGI does
(Lunneborg, 1978). A better strategy would be a
consideration of detailed goals. However, for
research purposes, this general approach may
allow for comparisons among institutions that
would not be possible in the clutter of particular
institutions’ goals.

Despite its “goal” rationale, it should be
obvious that the IGI, at least in the “is” section,
is basically a perceptual measure, and thus, it is
not surprising that the factors found in the fac-
tor analysis are fairly similar to those found in
analyses of other perceptual measures. And these
factors tend to reflect the general ways in which
perceptions of colleges differ from one another,
which do not necessarily correspond to other
information about colleges or the people in them.

A Shift in Environmental
Assessment Research

The possible limitations of the perceptual
approach led to two strategies: the first was to
use multiple sources of information about col-
leges, and the second was to make environmen-
tal assessments more specific and practical. The
first strategy was used by Centra (1970, 1973) in
the development of the Questionnaire on Stu-
dent and College Characteristics (QSCC) o
describe the college environment accurately by
including information on students’ perceptions
of their institutions, their behavior during col-
lege, and their personal backgrounds and char-
acteristics. After an initial tryout in 8 colleges,
Centra (1970) obtained data from a sample of stu-
dents in 214 colleges, which were subjected to a
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variety of factor analyses. First, the 77 items that
asked for students’ perceptions were analyzed
separately. (These items asked students either to
indicate whether statements were true or false
or to rate their agreement with statements on a
4-point scale.) A typical item was “Faculty mem-
bers tend to be aloof and somewhat formal with
students.” The factors obtained were termed
Restrictiveness, Faculty-Student Interaction,
Activism, Nonacademic Emphasis, Curriculum
Flexibility, Challenge (academic), Laboratory
Facilities, and Cultural Facilities. From these
analyses, factor scores based on two to nine items
per factor were computed. The median coeffi-
cient alpha reliabilities of the scales were .86, and
six of the eight scales had reliabilities of .84 or
higher.

In a second analysis, the eight factor scores
just described were included with 34 student
self-report items about their behavior in college
(for example, the extent of their involvement in
intramural athletics or dramatic productions),
plus objective information about the colleges
(such as the percentage of students in residence
halls, the number of books in the library per stu-
dent, and student SAT scores). A factor analysis
yielded six factors: athletic emphasis versus cul-
tural activities, size and cliquishness, academic
elitism, activism and flexibility, students’ satis-
faction with their college, and social life. A sec-
ond, multimethod factor analysis yielded 10
factors. The first 4 were similar to those obtained
in the standard factor analysis, supporting the
meaning and stability of those factors. The
remaining 6 factors were regulation, fraternity
and sorority emphasis, emphasis on science, and
three other factors with unclear meanings. The
variety of these factor solutions suggests the
dependence of the description of the environ-
ment on the methods used in analysis.

In an interesting precursor to the student
consumerism movement, the colleges that had
participated in the administration of the QSCC
had been encouraged to use the results in their
self-descriptions for the “College Life” section of
the College Board’s College Handbook. Interest-
ingly, 53% did not use the results at all, 9% used
them for only one to three sentences, 13% used
them for as much as a short paragraph, and only
25% used them extensively.

However, the key finding, again, is that the
dimensions of the environment that are found
are considerably dependent on the methods used

to assess them. The point was also made by
Chickering (1972), who found that “Colleges
which are bedfellows on CUES, where students
give their general impressions, may not even be
roommates on an instrument like the ECQ [Expe-
rience of College Questionnaire], where they
report their daily experiences and behaviors,
although they may remain in the same dormi-
tory. Conversely, strangers on one instrument
may find themselves friends or acquaintances on
another” (p. 141). This point will be discussed in
greater detail later in the chapter.

The second strategy for increasing the value
of environmental measures was to make them
more specific and practical. As Baird (1974)
pointed out, most measures were $o0 “global as
to be unrelated to concepts suggesting practical
actions” (p. 307). This is partly due to the fact
that most have been perceptual measures, rely-
ing on generalizations, and that they were
designed to reflect interinstitutional variance, or
how colleges as units vary from one another. This
means that local or specifically important con-
cerns may not be reflected in the measures in any
useful detail. For this reason, some researchers
attempted to develop more detailed measures or
techniques.

For example, Warren and Roelfs (1972)
developed the Student Reactions to College
questionnaire for colleges to use in identifying
students’ views of institutional strengths and
weaknesses. To maximize the instrument’s use-
fulness to staff members and its relevance to stu-
dents, Warren and Roelfs did not simply develop
their own questions; instead, they interviewed
students, faculty members, and administrators
about what they thought was important to know
about their colleges. And on a pretest version of
the form, students were asked to write in issues
of importance to them that were not covered in
the questionnaire. Its first 150 items cover such
areas as instruction, grading, faculty and staff
contact with students, registration and class
scheduling, student activities, financial prob-
lems, housing, food services, and transportation.
In addition, the questionnaire includes 9 back-
ground questions about the student and space
for 20 questions that the college can develop
itself. The items ask students if they feel their
needs are being met.

Betz, Klingensmith, and Menne (1970)
reviewed industrial research on job satisfaction
for its insights into students’ satisfaction with

:
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their colleges, and after a variety of analyses,
they developed the College Student Satisfaction
Questionnaire, which assesses satisfaction with
fairly specific areas: (1) Policies and Procedures
{for example, choice of classes); (2) Working Con-
ditions (for example, comfort of residence); (3)
Compensation (for example, amount of study
required to attain good grades); (4) Quality of
Education (for example, making friends); and (6)
Recognition (for example, faculty acceptance of
the student as worthwhile).

An even more specific technique, the Envi-
ronmental Referent, has been developed by
Huebner and Corrazini (1978), which asks
respondents to provide written descriptions of
the factors that caused them to experience a par-
ticular situation as stressful and incongruent or
enhancing and congruent. When common
themes appear, the concrete situation is analyzed
so that corrective actions can be taken.

In general, then, in recent years, the “envi-
ronmental description” stream of research has
seemed to focus more on relatively specific
aspects of the environment that are related to
student satisfaction. What began with the rather
abstract theoretical concept of need-press con-
gruence, across colleges, has come to empha-
size the concrete practical details of specific local
conditions.

The Second Stream: Approaches to the
College Environment Developed as
Part of Other Research Questions

A variety of approaches to the college environ-
ment are the result of research projects which
attempted to understand an issue in higher edu-
cation where the environment was of secondary
importance. For example, one of the major con-
cerns of research in the late 1950s and the 1960s
was the development of “talent,” which usually
meant some form of academic achievement.
Knapp and Goodrich (1952) and Knapp and
Greenbaum (1953) conducted some of the earli-
est of these studies that touched on the college
environment. Knapp and Goodrich calculated
the rate at which colleges’ baccalaureates were
later listed in American Men of Science, and Knapp
and Greenbaum examined the rate at which they
later won graduate fellowships or earned doc-
torate degrees. Knapp and Goodrich correlated
various factual characteristics of the colleges
with the rate of “success” and found that the

most productive institutions had moderate
rather than high costs, were often small liberal
arts colleges, and drew many students from
semirural areas. For example, the 10 most pro-
ductive institutions in this study were, in
descending order, Reed, Cal Tech, Kalamazoo,
Earlham, Oberlin, University of Massachusetts,
Hope, DePauw, Nebraska Wesleyan, and lowa
Wesleyan. Intrigued that these colleges outper-
formed such institutions as Harvard, Yale,
Princeton, Berkeley, Michigan, and Columbia,
none of which were in the top 50 in the produc-
tion of scientists, Knapp and Goodrich did case
studies of the institutions to attempt to under-
stand why some colleges were so unexpectedly
productive. They examined their histories,
finances, students, faculty, and curricula.
Although each institution was unique, in gen-
eral, they were characterized by “a student body
in which the scholar is the hero rather than the
athlete or socialite” (p. 94). They also did a study
of ratings of faculty and found that “productive”
colleges had faculty characterized as “master-
ful,” as exemplified by rigorous standards of
grading and a high level of energy; as “warm,”
as illustrated by the use of humor and concern
for students; and as having “intellectual dis-
tinction,” as manifested in intellectual mastery
of the field and scholarly production.

As the Cold War progressed in the 1950s, the
concern about America’s “talent resources”
increased greatly {e.g., Wolfle, 1954). One of the
consequences was the founding of the National
Merit Scholarship Corporation (NMSC} in 1955.
The Merit Corporation was founded with the
purpose of identifying the nation’s most talented
high school students and providing financial
assistance for their college education. Supported
by funds from the Ford Foundation and the
National Science Foundation, the NMSC tested
several million high school students each year.
After a number of studies of the predictors of the
academic accomplishment of the very bright stu-
dents who received scholarships, the NMSC
research staff began to explore the conditions in
colleges that were associated with the educa-
tional attainments of the Merit Scholars, partic-
ularly plans to attend graduate or professional
school, and to obtain the Ph.D.

One group of these studies stemmed directly
from the work of Knapp and his associates.
Thistlethwaite (1960, 1963) and Thistlethwaite
and Wheeler (1966) conducted a series of analy-
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ges using samples of current students, all of
whom had taken the NMSC examination in high
school. The criteria in the last of these studies
were degree aspirations and plans for entry into

aduate school of the students as seniors. Sta-
tistical controls for initial aspirations, sex, test
scores, social class, finances, and initial major
were used. Thistlethwaite developed a percep-
tual measure designed to assess the environ-
mental factors that might influence educational
aspirations. There were 14 lower division scales
(9 for faculty press and 5 for student press) and
20 upper division scales (12 for faculty press and
8 for student press). Factor analysis of the press
scales suggested six factors: excellence of faculty
in major field, lower division humanistic and
intellectual press, upper division student intel-
lectualism, lower division faculty supportiveness
and enthusiasm (all these factors were positively
related to plans and aspirations for advanced
study), student camaraderie and playfulness,
and faculty press for vocationalism and compli-
ance (both negatively related to plans and aspi-
rations). However, it should be noted that none
of these variables was as strongly related to plans
after the controls were applied as were under-
graduate grade-point average and the propor-
tion of the students’ friends who were entering
graduate school immediately after college. In any
case, Thistlethwaite’s measures were another
perceptually based attempt to analyze the sub-
tleties of the environment, which resulted in
dimensions that were quite similar to those
found by Pace and other researchers, although
the research question was quite different.

The next development at the National Merit
Scholarship Corporation was a fairly direct
extension of John Holland'’s (1962, 1966) theory
of vocational choice. Holland theorizes that there
are six types of vocational choices correspond-
ing to six personality groupings (the Realistic,
Scientific, Artistic, Social, Conventional, and
Enterprising), and that there are six corre-
sponding types of environments. The environ-
ments are consistent with the interests, needs,
habits, and interpersonal styles of the personal-
ities. When personality and environment type
match, this congruence leads to satisfaction and
reinforcement of the individual’s characteristics.
When they are incongruent, the result is dissat-
isfaction and dissonance. (A formal statement of
the theory will be discussed later in the chapter.)
Therefore, in order to study this theory of voca-

tional choice among college students, Astin and
Holland (1961) developed the Environmental
Assessment Technique (EAT), which is based on
the assumption that

the college environment depends on the per-
sonal characteristics of the students, faculty,
administration and staff of the institution.
Since the undergraduate’s personal contacts
are chiefly with fellow students, it is further
assumed that the major portion of the stu-
dent’s environment is determined by the
characteristics of his fellow students, Accord-
ingly the environment was defined in terms
of eight characteristics of the student body;
average intelligence, size, and six personal
orientations based on the proportions of the
studenits in six broad areas of study. (p. 308)

The “orientations” were based on Holland's the-
ory of vocational choice and were estimated by
the percentage of students majoring in realistic
(or technical) fields, scientific fields, social fields,
conventional (or clerical) fields, enterprising (or
business and sales) fields, and artistic fields. How
did this relatively simple system work? Astin
and Holland first found that the EAT variables
correlated with the perceptual CCI scores. For
example, the average intelligence of students
was strongly related to the CCI Understanding
Scale, and the Realistic Scale had a highly nega-
tive relation with the CCI Humanism Scale.
Astin (1963b) later showed that the EAT cor-
related with seniors’ ratings of their colleges at
82 colleges. For example, he reported that size
correlated .57 with the percentage of students
reporting that “many of the social groups on
campus have a definite snob appeal.” Intelli-
gence level correlated .63 with the percentage
reporting that “The typical student spends a lot
of time in the library”; the realistic orientation
correlated .57 with students’ reports that their
attitudes toward fraternities and sororities had
become more positive; intellectual (or scientific)
orientation was correlated—.58 with the per-
centage who agreed that “Many of the students
are interested primarily in getting married and
raising families”; the social orientation was cor-
related .41 with the percentage who agreed that
“A student who is not very skilled in etiquette
or social graces would probably feel out of place
on the campus”; the conventional orientation
was correlated .56 with the percentage who
agreed that “Faculty members usually don’t like
the student to question their judgment or point
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of view”; the enterprising orientation correlated
42 with the percentage who agreed that “Stu-
dents are always ready to argue or debate almost
any issue”; and the artistic orientation corre-
lated—.47 with the percentage who felt that their
interest in sports had increased during college.
Most of the relations were both sizable and plau-
sible. Altogether, Astin and Holland martialed
substantial evidence that the characteristics of
the student body have a considerable influence
on the total environment.

Richards, Seligman, and Jones (1970} pro-
vided evidence that the characteristics of the fac-
ulty and the curriculum, as well as the students,
have an influence on the environment. These
researchers modified the EAT strategy to derive
measurements of school environments by count-
ing the number of courses, the numbers of
degrees, and the number of faculty members
rather than using the proportions of students in
the six types of fields derived from Holland’s
theory.

These three measures correlated with each
other, but at a lower level than one might expect,
so that scores based on one data source would
provide a different “environment” score than
scores based on another. For example, faculty
and student scores correlated .53 for enterpris-
ing and—.18 for conventional. Perhaps more
important, the faculty scores correlated only
moderately with CUES scores; the highest cor-
relation was—.43 between faculty intellectual
(scientific) scores and CUES practicality scores.
Correlations between faculty scores and CUES
scores that one would predict to be higher often
were not. For example, faculty social scores cor-
related .12 with CUES community scores, faculty
artistic scores correlated .19 with CUES aware-
ness scores, and faculty realistic scores correlated
.04 with CUES practicality scores. Perhaps a per-
ceptual measure for faculty, like the IFI, would
correlate more highly. However, it is plausible to
think that if one were studying faculty, these fac-
ulty measures might be of value, and if one were
studying curriculum, the curricular measures
could be used.

Astin (1962) was subsequently motivated by
a researcher’s desire to provide other researchers
“with a more limited set of empirical dimensions
which account for the major variations among
institutions” for use as independent variables
in their studies. Astin’s strategy was to factor-
analyze the factual information that can be

obtained from college directories and fact books
such as tuition and number of books in the
library. Astin did this for 33 variables concern-
ing four-year colleges and obtained six dimen-
sions that accounted for many of the differences
on these variables between colleges (80% of the
variance). He called the six dimensions affluence
or wealth, size, private versus public control,
proportion of males in the student body, techni-
cal emphasis, and homogeneity of curriculum
and EAT scores. Astin (1963a) then used these
measures to show that very bright students were
less likely to aspire to the Ph.D. degree in large
colleges, predominantly male colleges, and col-
leges emphasizing clerical curricula. Astin (1965}
showed that these scores correlated with student
characteristics (e.g., degree aspirations and high
school accomplishments) and differed by college
types (e.g., technological institutions and liberal
arts colleges). He also reported scores for most
individual four-year colleges for the purpose of
guiding students in their choice of college.

Astin’s strategy was subsequently used with
junior colleges by Richards, Rand, and Rand
(1966), who found six factors: cultural affluence,
technological specialization, size, age, transfer
emphasis, and business orientation. Richards
and Braskamp (1969) showed that these factors
were related to a wide variety of average student
characteristics. The junior college factors had a
few similarities with the four-year college fac-
tors. Subsequently, Richards, Rand, and Rand
(1968) used the same strategy with medical
schools and found four factors: affluence, Cana-
dian versus United States admissions practice,
size, and hospital training emphasis. The limi-
tations of these various factual approaches will
be discussed later in the chapter.

After moving to the American Council on
Education, Astin (1968, 1972) decided that the
perceptual approach was too ambiguous, and
that what he called the “student characteristics”
approach provided too little information about
the educational process to be adequate for assess-
ing the college environment. He proposed
another approach to the environment, which he
called a “stimulus” approach. His idea was that
the actual behavior of students and faculty and
specific features of the college represent stimuli
that have an impact on each student’s percep-
tions of the college as well as on his or her own
behavior. An environmental stimulus is “any
behavior, event, or other observable character-
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istic of the institution capable of changing the
student’s sensory input, the existence of which
can be confirmed by independent observation”
(p. 5). Astin asked students to respond to 275 rel-
atively specific items concerning their own
behaviors and the characteristics of their peers,
classrooms, college rules, and so on. In addition,
students responded to 75 items that were simi-
lar to CUES items to analyze their “image” of
their college. Astin separately analyzed the items
referring to the “peer,” “classroom,” “adminis-
trative” and “physical” environments and found
27 dimensions on which colleges differed from
one another. Analysis of the “image” items pro-
duced eight additional factors, resulting in 35
dimensions to describe the college environment.

The content of the factors was clearly
dependent on the particular items Astin had
used. For example, the “peer environment” fac-
tors ranged from the general factor “competi-
tiveness versus cooperativeness” to “regularity
of sleeping habits.” All of the “administrative”
environment scales consisted of factors whose
names began with “severity of administrative
policy against . ..” since all the original items
referred to rules. Although some students may
be strongly affected by rules and their enforce-
ment, most students are affected in more areas
of their behavior by such administrative deci-
sions as tuition, registration, and degree require-
ments. And, of course, students are also
influenced, albeit indirectly, by administrative
policies that are usually beyond their knowledge,
such as requirements for hiring and promotion
of faculty and the allocation of the budget. Thus,
Astin’s description, in spite of its 35 dimensions,
seems quite limited in some areas, even if we
accept Astin’s “stimulus” idea. There are other
aspects of the college that serve as unperceived
or indirect “stimuli.”

In addition, although the interpretations of
original factors are based on all the loadings in
a factor analysis, the actual “scales” used in the
Inventory of College Activities are amazingly
short. Of the 25 “stimulus” scales, 12 are three
items long, six are two items long, and seven con-
sist of one item. Sometimes the content is pecu-
liar, as often happens in studies based on the
factor analysis of a hodge-podge of variables. For
example, the percentages of students who said
that in the past year they had gambled with cards
or dice, had not participated in an informal group
sing, and had nof voted in a student election are

weighted and summed to measure “competi-
tiveness versus cooperativeness,” “Informal dat-
ing” was measured solely by the percentage of
students who said they had fallen in love in the
past year.

Furthermore, many of the items seemed
problematical; some seemed as “perceptual” as
other instruments, for example, the three items
that composed the “Extraversion of the Instruc-
tor” scale; “The instructor was enthusiastic,”
“The instructor had a good sense of humor,” and
(scored negatively), “The instructor was often
dull and uninteresting.” More generally, it is hard
to see how many of the items which refer to pri-
vate behavior that is usually unobservable by
other people could be “stimuli” for other stu-
dents in the aggregate, for example, “I had a
blind date,” “I took weight-reducing or dietary
formula,” and “I overslept and missed a class
or appointment.” In sum, although the general
idea of examining the physical, social, intellec-
tual, and organizational stimuli that impinge
upon students for keys to the environment seems
to have considerable potential, this particular
attempt does not seem to fulfill that potential.
An approach that is based more on theoretically,
or even intuitively, based ideas and less on a
shotgun approach would be much better. I shall
return to this point later in the chapter.

Creager and Astin (1968) factor-analyzed
ICA scores from the research just described as
well as variables from earlier factual analyses:
the colleges’ affluence, size, and so on, and such
“commonsense” variables as type of control and
region of the country. Most of the resulting
dimensions placed great weight on the com-
monsense and factual data. This suggests the
possibility that we may be able to infer a good
deal about a college from a few basic facts with-
out a much more extensive investigation. For
example, the first factor, Drinking versus Reli-
giousness, has high negative loadings on selec-
tivity, status, and private nonsectarian control as
well as high positive loadings on severity of the
policies against drinking, sex, and aggression.
Thus, if we knew that a college was private, non-
sectarian, highly selective, and prestigious, we
could make a pretty good guess that it would
be a free and open campus with regard to drink-
ing, sex, and so on. The greatest weight on the
second factor was given to the proportion of
males at the school, the third factor to the size
of the student body, the fourth to the presence of




—_—v

114 ASHE Theoretical Perspectives on College Students

Roman Catholic colleges in the sample, and the
fifth to technical institutes. The rest of the
weights on these factors were consistent with
general expectations about such institutions and
consisted of the “stimulus” and “image” factors
as well as other commonsense variables. In gen-
eral, many of the differences between colleges
were associated with commonsense distinctions,
suggesting that some typology of institutions
could be developed that would provide us with
a great deal of information about colleges. For
example, we know a lot about a college just by
knowing that it is a selective engineering college
in the Northeast or an unselective womens'
Catholic college in the Midwest.

In contrast, when Astin and Panos (1969)
studied the influence of college environments on
the vocational and educational plans and
achievements of college students, the stimulus
and image measures had a considerable influ-
ence, independent of and sometimes larger than
the commonsense or factual variables. In pre-
dicting 28 criteria after controlling for input, com-
monsense and factual environmental variables
appeared in the equations 88 times, while “stim-
ulus” and “image” factors appeared 68 times.
Although the stimulus and image factors seemed
to have more powerful influences on educational
aspirations and plans than upon career choices,
which were influenced by the composition of the
student body, they seemed to be getting at some-
thing unique in college environments that influ-
ence students’ development. Thus, while we may
know a good deal just by knowing the facts about
a college, we still need to know more to really
understand its environment.

Recent Research on the
College Environment

Interest in the topic of the general college envi-
ronment seemed to subside in the 1970s. Instead,
researchers began to focus on subenvironments
and more specific aspects of the college experi-
ence, which more directly impinge upon the
behavior of students. The two major research
efforts in these areas were conducted by Moos,
who concentrated on subenvironments, and
Pace, who concentrated on student experiences.

Moos (1979), who began his career studying
therapeutic milieus, turned his attention to res-

idence units in colleges. The eventual product
of his research was the University Residential
Environment Scales (URES). Partly from his
psychiatric background, Moos proposed that
environments can be seen as having three
domains of social climate and their related
dimensions: relationship dimensions, which
assess the extent to which people are involved
in the setting, the extent to which they support
and help one another, and the extent to which
they express themselves freely and openly; per-
sonal growth or goal orientation dimensions,
which measure the basic goals of the setting, that
is, the areas in which personal developmental
self-enchancement tends to occur; and system
maintenance and change dimensions, which mea-
sure the extent to which the environment is
orderly and clear in its expectations, maintains
control, and responds to change.

The URES designed to measure these con-
structs consist of 9-10 items each and measure
10 dimensions, which are grouped into
“domains.” These 10 scales, with typical items,
are as follows:

Relationship Domain

1. Involvement (“There is a feeling of unity
and cohesion here”).

2. Emotional Support (“People here are con-
cerned with helping and supporting one
another”).

Personal Growth Domain

3. Independence (“People here pretty much
act and think freely without too much
regard for social opinion”).

4. Traditional Social Orientation (“Dating is
a recurring topic of conversation around
here”).

5. Competition (“Around here, discussions
frequently turn into verbal duels”).

6. Academic Achievement (“People here
work hard to get top grades”).

7. Intellectuality (“People around here talk
a lot about political and social issues”).
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System Maintenance and Change Domain

8. Order and Organization (“House activi-
ties are pretty carefully planned here”).

9. Student Influence (“The students formu-
late almost all the rules here”).

10. Innovation (“New approaches to things
are often tried here”).

The validity of the URES approach was sug-
gested by a series of studies. Some correlated
URES data about dormitories with other infor-
mation about dormitories (Gerst and Sweet-
wood, 1973); others used the URES to construct
a typology of student living groups (Moos et al.,
1975); some related URES scores to the influence
of living groups on students’ vocational choices
{Hearn and Moos, 1976); and still others studied
the effects of “megadorms” (Wilcox and Hola-
han, 1976).

Moos (1979) also developed a College Expe-
riences Questionnaire, which was designed to
assess the consequences of college attendance
in four general areas: styles of coping with col-
lege life; personal interests and values; self-
concept, mood, and health-related behaviors;
and aspiration and achievement levels. Moos
and his associates administered this instrument
to students in 52 living groups on two campuses
at the beginning and at the end of their freshman
year. Moos also administered the URES. Moos
first identified clusters of living groups based on
the similarity of their URES profiles. These clus-
ters include relationship-oriented groups, tra-
ditionally socially oriented groups, supportive
achievement-oriented groups, competitive groups,
independence-oriented groups, and intellectu-
ally oriented groups. When Moos compared the
changes in group scores using a comparison of
residuals (actual versus predicted scores), there
were distinctive impacts of each grouping, with
the interesting exception that competitive groups
had no significant effects on any outcome. Res-
idence groups had no influence on any of the
measures of self-concept and mood, or on the
coping style of “hostile interaction”, but had a
considerable effect on “student body involve-
ment” (such as attending a school political rally
and voting in a student election); academic ori-
entation (participating in a science contest or
being a member of a scholastic honor society);

and achievement level (grade-point average).
Other research examined the influence of the
groups on students’ health. Moos and Van Dort
(1977), for example, found that groups with low
social and emotional support and high compe-
tition had higher than average reports of stress
and physical complaints.

Additional evidence about the idea of the
importance of the environment of living groups
comes from a variety of studies. For example,
Winston, Hutson, and McCaffry (1980) found
that while the fraternities with the highest grades
on one campus had no higher average SAT
scores than the fraternities with the lowest
grades, their URES scores showed that the high-
achieving fraternities scored significantly higher
on the Academic Achievement and Intellectual-
ity scales and lower on the Independence scale.
However, occasional negative results, at least
those using Moos’s approach, cast doubt upon
the idea that the residence group environment
influences grades. For example, Ballou (1985)
found numerous differences among types of
residence halls on the URES, but the type of res-
idence was unrelated to grades, student partic-
ipation in campus activities, and health habits.
These inconsistent or complex, even muddled,
results are much like those in a good deal of the
research on residential units.

However, Moos’s strategy can be seen as a
fairly direct continuation of Astin and Panos's
(1969) comment on their extensive analyses of
the influences on the vocational and educational
development of a large sample of students and
institutions:

Since most of the environmental effects of
our 246 institutions appeared to be mediated
through the peer environment rather than
the classroom, administrative, or physical
environments, further study of the nature
and influenice of undergraduate peer groups
is clearly indicated. At the same time, a
greater effort should be devoted to the iden-
tification of other effective environmental
variables which are more directly manipu-
latable and not so highly dependent on the
characteristics of the entering students.
{(p. 158)

Residence groups are clearly a major force in the
peer environment, and one that can often be
manipulated to have rather different character-
istics. More generally, Moos's strategy represents
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a move away from interest in the global or dis-
tal environment and toward a concern with the
local or proximal environment and the use of
important subgroups rather than the institution
as a whole as the unit of analysis, which may
be a more fruitful research approach.

Pace’s attempt to assess students’ quality of
effort, while not designed to provide a measure
of the environment, does, in fact, demonstrate
large differences among types of colleges not
only in the average “level of effort,” but in the
specific incidence of particular experiences of
students, some of which must be due as much to
the type of college they attend as to their own
effort.

The instrument Pace developed to assess
these ideas was the College Student Experiences
questionnaire (CSEQ), a standardized self-report
survey of how students spend their time and the
nature and quality of their activities (Pace, 1987).
Students respond by checking “never,” “occa-
sionally,” “often,” or “very often” for activities
in 14 clusters of mostly 10 items: Library Expe-
riences; Course Learning: Art, Music, and The-
ater; Science Lab Activities; Student Union;
Athletic and Recreation Facilities; Dormitory or
Fraternity /Sorority; Experiences with Faculty;
Clubs and Organizations; Experiences in Writ-
ing; Personal Experiences; Student Acquain-
tances; Topics of Conversation; and Information
in Conversation. The items are arranged in a
hierarchy so that participation in a high-level
activity is qualitatively different from participa-
tion in a lower level activity.

Although not designed to measure environ-
ments, the norm group information by type of
college suggests major differences in the expe-
riences of students among types of institutions
which, if the “aggregate behavior” approach is
used, would play a larger role than the charac-
teristics of the students in defining the charac-
ter of the environment. Baird (1987) compared
CSEQ scores of doctoral universities, compre-
hensive colleges, and universities, selective lib-
eral arts colleges, general liberal arts colleges,
and community colleges and found fairly sizable
differences. Although the community college stu-
dents understandably reported a lower rate of
activity and involvement in many out-of-
classroom areas, especially in athletics and recre-
ation, clubs and organizations, art, music and
theatre, and student acquaintances, they
reported an activity rate equal to other types of

colleges in the areas of library usage, writing,
and interactions with faculty. Thus, the academic
side of the college experience was strong in com-
munity colleges, but the nonacademic side was
not, probably due to the high rate of commuting,
In contrast, doctoral universities were below
average in library usage, writing, and interac-
tions with faculty. Comprehensive colleges and
universities were below average in athletics and
recreation, clubs and organizations, and student
acquaintances. General liberal arts colleges” stu-
dents reported a high rate of activity in interac-
tions with faculty, use of the student union,
athletics and reaction, and clubs and organiza-
tions. Selective liberal arts college students
reported the highest levels of activity of all
groups in the areas of use of the library; inter-
action with faculty; art, music, and theater; stu-
dent union; athletics and recreation; clubs and
organizations; and student acquaintances.

More specifically, students at doctoral uni-
versities reported the lowest frequency of any
type of college of “working on a paper or project
where you had to integrate ideas from various
sources,” “talked with a professor,” “asked your
instructor for information related to a course you
were taking (grades, make-up work, assign-
ments, etc.),” “visited informally and briefly with
an instructor after class,” and “made friends with
students whose age was very different from
yours.”

The comparison of doctoral universities,
which were only average in most areas, and
which were below average in several, with selec-
tive liberal arts colleges, which were superior to
other colleges in a variety of areas, suggests sev-
eral points. First, these differences held, although
these two types of colleges are fairly compara-
ble in quality of facilities and faculty. Thus, it is
not so much the presence of facilities, funding,
and staff, but the uses to which they are put that
determines their educational impact. The second
point is the importance of the emphasis that dif-
ferent types of colleges place on undergraduate
education in the quality of the experience for stu-
dents. Both of these points illustrate how differ-
ent environments can influence behavior.

An interesting demonstration of the inter-
action of environment and “effort” is shown in
some results provided by Pace (1984) in which
the the predictors of student satisfaction and stu-
dents’ sense of gain in five areas were studied.
The independent variables were the “quality of
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effort” scales, student background characteris-
tics, a brief student assessment of the college
environment (nine items for nine characteristics),
and college status. The brief environment scores
were the best predictors of the criterion of satis-
faction in every type of college. Turning to sense
of gain, college status variables {(class, major,
degree plans, grades, residence, and hours
employed) accounted for the largest amount of
variance (increases in R? ranged from .19 to .33),
but the environment items made the next largest
contribution to prediction in three of five areas
(ranging from .11 to .14). Quality-of-effort scales
were next in these three areas and were next to
background in the other two areas.

In sum, current work in college environ-
ments seems to be concentrating on subenvi-
ronments or is concerned with more specific
aspects of the environment that can be used for
particular research projects. Examples of the lat-
ter include types of student-faculty interaction
(Pascarella and Terenzini, 1978, 1980); academic
alienation and political climate (Long, 1976,
1977); student perceptions of cheating and atti-
tude toward cheating of other students (Haines
et al., 1986); minority students’ feelings about the
level of discrimination and the quality of peer
relations (Nettles, Thoeny, and Gosman, 1986);
and compatibility of the work environment
among graduate faculty (Baird, 1986). Additional
measures of environment have been developed
in secondary analyses of existing data sets. For
example, Pascarella (1984) reanalyzed data from
a longitudinal sample of college students and
developed three very brief scales of “academic
or intellectual competition,” “impersonalism and
inaccessible faculty,” and “conventional or con-
formist press.” These variables had modest
effects on students’ aspirations. Although these
variables are much more appropriate to the
research problems involved in the studies than
global measures of the environments, they do
not in themselves further our understanding of
how the overall college operates and how it
influences students and faculty.

Criticisms of Currently Available
Approaches to the Environment

Although there is a long research history devoted
to the college environment, there are many prob-
lems in the area. These can be divided into the
technical-logical and the theoretical. Many of the

approaches to the college environment are based
on an assessment of the perceptions of students,
faculty, administrators, and sometimes others.
Measures of student and faculty perceptions of
the environment have several difficulties. The
first is the ambiguity of what an aggregate per-
ception of an environment means. A person’s
perceptions of a social situation depend on many
things, as Feldman (1972) and Chickering (1972)
have pointed out. Students’ interests and char-
acteristics help determine the colleges they
choose to attend. Students’ characteristics then
form part of the total environment. For example,
the presence of many bright, intellectual students
may lead an individual student to perceive the
whole college as intellectual. In addition, stu-
dents select subgroups, major fields, courses, and
activities consistent with their interests and char-
acteristics. Professors and administrators like-
wise have different patterns of experiences.
These experiences compose their sampling of the
total physical and interpersonal environment
and thus the way in which they perceive the
environment. And even these perceptions are
influenced by their personal characteristics and
social position. For example, students who think
of their college may think first of their classes, a
president may have uppermost in his or her
thoughts the budget, a professor his or her
research, and a dean his or her work with cur-
riculum reform.

This problem may be particularly difficult
when there are distinct subenvironments in the
campus, since the scoring of most instruments
sums across the subenvironments. For example,
at a highly politicized college, the disparate per-
ceptions of a leftist subgroup and a conservative
subgroup may cancel each other out, and the col-
lege would appear to be nonpolitical on the envi-
ronmental measure. Having said this, we should
note that the evidence about the influence of
personal characteristics on perceptions of the
college environment is limited. For example,
Pace (1966), Hartnett and Centra (1974}, and
Moos and Bromet (1978) have provided evi-
dence that personal characteristics have little
influence on environmental perceptions, and
that envirorunental scores for subgroups are sel-
dom different from the scores of the majority.
Although subgroups may have different college
experiences, they seem to describe the total
environment in much the same way (e.g.
Berdie, 1967).

L
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It is also clear that the accuracy of percep-
tions depends on the knowledge of the respon-
dent, a factor which varies from person to person
and from area to area. For example, most stu-
dents know very little about some aspects of fac-
ulty life, and commuting students have little to
say about life in the dormitories. Furthermore,
some respondents may report stereotypes or
rumors, particularly when an item refers to activ-
ities that are not publicly visible, for example,
when a student believes that other students do
not study very much, just because he or she can-
not see them study.

A major limitation of the perceptual approach
is that a person can describe only those aspects
of the college covered by the items in the instru-
ment and only in the particular way the items
allow. This difficulty is increased since the items
in environmental instruments, of necessity, tend
to be general and without precise referents. The
itemns must refer to things that are common to all
or most colleges and then must be phrased in
such a way that they can be answered by peo-
ple from any subgroup of the college.

Since many of the important aspects of the
atmosphere of a college tend to be elusive and
can be captured only by items that ask for the
respondent’s overall impressions, even the most
skillfully prepared items will appear vague or
ambiguous. This ambiguity can lead to descrip-
tions of environments that may bear little rela-
tionship to the realities of campus life. For
example, Chickering (1972) found extremely
large differences among four colleges in their stu-
dents’ reports of the percentage of their class-
room time they spent in different behaviors {(e.g.,
listening and taking notes primarily to remem-
ber, thinking about the ideas presented); study-
ing outside of class (memorizing, synthesizing
ideas); or using information (applying concepts
or principles to new problems, interpreting). The
colleges also differed greatly in descriptions of
specific instructor behaviors, students’ reasons
for studying, feelings about courses, and patterns
of academic work (pace and promptness). How-
ever, on the CUES Quality of Teaching and Fac-
ulty Student Relationship scale, the colleges were
very similar. In contrast, at the two colleges with
the highest CUES scholarship scores, students
spent the least time thinking about ideas in class
and spent the least amount of studying time syn-
thesizing, applying, and interpreting their
assignments. In short, this study raises the pos-

sibility that general impressions may not corre-
spond to specific behaviors.

Of course, there are the ambiguities that arise
when the responses of individuals to each item
are combined with those of the other respon-
dents. These combined responses thus reflect the
degree of consensus among the reporters as well
as the intensity of the environment. For exam-
ple, when half the students only moderately
agree that “the college encourages individual
freedom,” it is quite different from when half
strongly agree and half strongly disagree with
the item. The items are also typically summed
on a scale, the meaning of which has been
decided by the authors of the instrument. In
many cases, the items have been selected for
strictly statistical reasons and may have slight
coherent meaning. For example, the Inventory
of College Activities “Cohesiveness” scale con-
sists of the items “I discussed how to make
money with other students” and “Freshmen
have to take orders from upperclassmen for a
period of time.”

Because of the generality and ambiguity of
perceptual measures, they are not very useful
to people who want to evaluate or change their
colleges. For example, what can an administra-
tor do with the finding that his or her college
scored at the 50th percentile on a scale of “friend-
liness”? The administrator finds nothing in the
score to serve as a guide to action; doesn’t know
if the 50th percentile is good or bad; and is not
sure what the “friendliness” scale really mea-
sures. However, an unexpectedly high or low
score can be a “red flag” that can identify poten-
tial problem areas that can be the subject of more
pointed, detailed investigation. A student choos-
ing a college may find perceptual scores more
useful.

Perhaps the most fundamental problem with
the perceptual approach is its assumption that
reports of individual perceptions in fact repre-
sent some kind of agreed-upon reality. That is,
how can we logically move from the level of an
individual’s view of an institution to the level
of a characteristic of the entire institution for
everyone? As Feldman and Newcomb (1969)
pointed out:

To know whether the “is” of the environment
represents pressures on students, one needs
to know such things as the degree to which
there is shared awareness about the desir-
ability of certain attitudes and behaviors, the
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structural arrangements and systems of
rewards and punishments that implement
and ensure conformity to norms, and the
degree to which individuals accept these
norms. (p. 72)

A central problem for the perceptual approach,
then, is to find procedures to determine “shared
awareness,” and to determine how “shared
awareness” and individual perceptions interact
to form an environment. Even more important
is what the “environment” really represents, and
whether and how it influences behavior.

Factual Approaches

Demographic, financial, and other “objective”
information about institutions can tell us a good
deal about institutions and can also be quite mis-
leading. For example, one might make many
assumptions about the character of small Roman
Catholic liberal arts colleges for women that are
located in large cities. However, this category
includes Alverno College in Milwaukee,
Mundelein College in Chicago, and Mount Ver-
non College in the District of Columbia, which
are very different institutions. Size, a variable
found in many studies, and used as evidence of
“yalidity” in others, has rather problematical sig-
nificance. For example, Ohio State, with the
largest enrollment in the United States on one
campus, actually spends a larger proportion of its
budget on instruction than many smaller insti-
tutions. Michigan State, another extremely large
campus, has made great efforts to create sepa-
rate”subcolleges” within the university.

More generally, the problem with size, as
with “objective” measures, is that it is, in real-
ity, no more objective than any other piece of
information. That is, to be objectively valid, a
piece of information must lead to accurate and
meaningful interpretations of current phenom-
ena and have logical and empirical connections
to, or predictions of, other phenomena (Cron-
bach, 1969). What does an enrollment of a cer-
tain size mean? What are its psychological and
sociological implications? Do the students at a
college with an enrollment of 1,000 feel they are
in an institution that is twice as “large” as one
with an enrollment of 5007 What about an enroll-
ment of 40,000 compared to one of 20,0002 The
point is, without theories and evidence about the
measuring of such factual variables, such as

Barker’s behavior-setting theory (1968), we are
using them based only on vague intuitions. In
addition, “objective” data can vary to a much
greater extent than is sometimes assumed. For
example, there are many ways to calculate enroll-
ment, based on varying definitions of students—
full-time equivalents, etc.—and these can be
calculated in different ways. For example, an
institution may report one figure on enrollment
to the legislature if an enrollment-driven budget
system is used but may use quite another fig-
ure when it is calculating its average student-
faculty ratio for reporting in recruiting literature.

Another example of the problematical mean-
ing of factual measures is “affluence” or the
wealth of the institution per student. Although
one might assume that larger endowments and
operating budgets would make life more pleas-
ant for students, the monies may be spent in very
different ways. In some calculations prepared by
Charles Elton (1987) comparing the budgets of
institutions with the highest rated graduate pro-
grams, the dollar amounts and the percentages
of the budget spent on instruction, research, and
service varied dramatically, even though all the
institutions were relatively wealthy. Detailed
analyses of the budgets of these institutions may
reveal even greater differences in how funds are
actually spent, which may indicate that inter-
pretations of the categories based on their face
value are based on erroneous assumptions. For
example. much of the money spent on instruc-
tion may actually go to support some “stars” on
the faculty, who may see very few students, or
the funds spent for minority student affairs may
chiefly go to administrators and their staffs, not
to students. To illustrate the point another way,
no one would confuse New York University and
Dartmouth. However, the values of their endow-
ments are very similar. In short, to properly use
“factual” information to understand institutions,
we need to examine it in considerable detail just
to see if the data represent what we think they
do. However, the most fundamental problem
with “factual” information is that it is, in itself,
not the environment. Factors such as size or afflu-
ence create the conditions for the environment
but should be kept distinctly separate in our
thinking about the environment. They are prob-
ably best considered contextual variables.

_
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Theoretical Criticisms of
Current Approaches to the
College Environment

There are many approaches to the college envi-
ronment, but few of them provide comprehen-
sive accounts of how colleges and universities
operate and influence students. To some extent
this is understandable, since colleges and uni-
versities are very complex social institutions.
Although the research efforts just reviewed are
based on various notions of what is important
to attend to in the college environment (e.g.,
needs and press, “fit,” institutional “function-
ing,” goals, the characteristics of people in the
institution), they have, in fact, very few theoret-
ical propositions that can be tested unambigu-
ously—and fewer conceptions of mechanisms to
explain how colleges operate and affect the peo-
ple in them.

For example, the needs-press approach has
essentially one proposition: that when students’
personal characteristics “fit” or are “congruent”
with the environment, the students are more sat-
isfied, perform at a higher level, and have greater
commitment to the institution. Why and how
these consequences follow is not really explained;
that is, there is no mechanism to explain the
operations and effects of “congruence” except
for a vague idea of needs being “met.” Further,
one might argue with the basic concept, based
on the ideas of Feldman and Newcomb (1969),
Chickering (1969), and such theorists as
Loevinger {Wethersby, 1981) and Perry (1981),
who emphasize the critical role of challenge in
promoting change and growth in college stu-
dents. That is, it is not congruency that is con-
ducive to growth, achievement, and, eventually,
satisfaction, but incongruity, that is, a challeng-
ing, if supportive, environment.

The approach used by Astin and Holland in
the EAT, quoted earlier, and by Richards in sub-
sequent work (Richards et al., 1970) is that char-
acteristics of individuals compose the
environment operationally (the basic assump-
tion of the EAT is that “students make the col-
lege,” according to Richards et al.). The sheer
number of people in a given category of occu-
pational or major choice therefore defines the
environment. Holland’s (1985) explanation is
that, since people in a given vocational or major

group tend to have similar personalities, they
will respond to many situations and problems in
similar ways and will therefore create charac-
teristic interpersonal environments. Again, it is
unclear why this is supposed to be the case; that
is, there is no mechanism other than an equally
general idea of “reinforcement” to explain the
contention. In other words, how do people with
similar personalities create environments? Do
they agree on goals? Do they create contingen-
cies or rewards and punishments that promote
certain behaviors and attitudes just by being
together? How does reinforcement work?

Beyond the contention that the personal
characteristics of the members define the envi-
ronment, the remaining proposition of Holland’s
theory is, in structure, the same as in need-press
theory: congruence. Holland (1985) does expand
upon the concepts:

People find environments reinforcing and
satisfying when environmental patterns
resembile their personality patterns. This sit-
uation makes for stability of behavior because
persons receive a good deal of selective rein-
forcement of their behavior. The greater the
discrepancy between people’s personality
patterns and environmental patterns, the
more dissatisfying, uncomfortable, and
destructive these interactions become. . ..

Incongruent interactions stimulate change in
human behavior; conversely, congruent interac-
tions encourage stability of behavior. Persons
tend to change or become like the dominant per-
sons in the environment. This tendency is greater,
the greater the degree of congruence is between
person and environment. Those persons who are
most incongruent will be changed least. Or, the
closer a person is to the core of an environment,
the greater the influence of the environment.

A person resolves incongruence by seeking
anew and congruent environment, by remaking
the present environment, or by changing per-
sonal behavior and perceptions.

A. Differentiation and consistency of per-
sonality pattern as well as identity usu-
ally make for a change of environment in
the face of an incongruent environment.

B. Persons with differentiated and consistent
personality patterns and clear identity are
more apt to remake the environment
itself, if they cannot leave it, to achieve
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greater congruence. For example, people
usually hire people whom they like or see
as congenial.

C. Persons with undifferentiated and incon-
sistent personality patterns and diffuse
identity tend to adapt to incongruence by
changing their own behavior and per-
sonality pattern to achieve greater con-
gruence with their environment.

D. A person’s tendency to leave an environ-
ment increases as the incongruity of the
interaction increases. (pp. 53-54)

Although there are some inconsistent proposi-
tions in this statement, the key mechanism lies in
the phrase “reinforcing and satisfying” and
“solective reinforcement,” and in the idea that
people who are sure of themselves will change
their environments, while people who are unsure
of themselves will be changed by their environ-
ments, although there is little explication of how
this works.

The remainder of the approaches to the envi-
ronment are chiefly atheoretical, although they
sometimes have implicit theories, as have been
noted when these approaches were described.
Perhaps this atheoretical quality is due to the dif-
ficulty in conceptualizing something as complex
as colleges’ environments, as suggested in the
following section.

The Road Ahead: Needed
Theoretical and Empirical Work

The review of the majority of the work in ana-
lyzing and understanding the college environ-
ment covered a great deal of research activity
through the 1960s that continued into the early
1970s. This work raised many fundamental
issues, suggested in the description of the
research, which seemed to have resulted in some
very difficult questions, such as the following:

1. Is there such a phenomenon as a “college

environment” that somehow includes and
also exists beyond the perceptions and
characteristics of the individuals in it?

2. How, specifically, can we logically and
empirically deduce the characteristics of
a group or an overall environment from
the perceptions and characteristics of its
members?

3. How, specifically, can we relate financial
and organizational conditions to the char-
acteristics of the overall environment?

4. What are the most salient and potent
aspects of the environment? For which
criteria?

5. How can we best conceive of these
aspects and their interaction?

6. How, specifically, do environments influ-
ence the individuals in them?

7. What are the “subenvironments” on cam-
puses (which may not correspond to tra-
ditional groupings at all)?

8. How do “subenvironments” interact with
the overall environment?

9. How do we deal, conceptually and tech-
nically, with the multiple overlap among
subenvironments? For example, a student
may be a sophomore, an English major, a
member of a fraternity, enrolled in ROTC,
a member of an intramural team, and
work part time in the book store. How can
we assess the influence of these different
possible subenvironments, let alone oth-
ers which may escape our categorizations,
as, for example, students who are fervent
fans of a particular rock group?

It is easy to recognize the difficulty, perhaps
even the intractability, of these questions about
the overall environment, but we should note that
many of them apply equally well to assessments
of parts or details of colleges that are only appar-
ently more easily conceptualized and assessed.
However that may be, the key tasks seem to be
to develop better theories of college environ-
ments and to deal with the problems of interre-
lating individual perceptions or characteristics
to those of the global environment.

Organizational Research
Contributions to Understanding
and Assessing the Environment
Contributions of Organizational

Research to Considerations of the
Level of Analysis

One of the recurring problems in research on the
college environment is the level of analysis. That

-
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is, how do we relate the levels of the individ-
ual, the subgroup, and the overall environment?
Researchers in organizational behavior, partic-
ularly organizational climate, have attempted to
deal with this issue in considerable detail.
Rousseau (1985) described some of the com-
plexities and distinctions. The object of the
research (individual, subgroup, or total institu-
tion) is the focal unit. Research on the focal unit
involves two kinds of levels: level of measurement,
which refers to the unit to which data are directly
attached (for example, self-reports of personal
behaviors are usually at the individual level, the
number of people is measured at the group level,
the and degree of bureaucracy at the organiz-
ational level). The level of analysis is the unit to
which data are assigned for hypothesis testing
and statistical analysis.

However, Rousseau points out that, in prac-
tice, the level of measurment and the level of
analysis may not correspond, and that neither
may be the level to which generalizations are
made. This leads to the error of misspecification
which “occurs when we attribute an observed
relationship other than the actual behavioral or
responsive unit.” For example, if faculty’s scores
on the IFI Democratic Governance Scale at a par-
ticular college were correlated with the number
of articles they published, it would be a mistake
to conclude that democratic governance leads to
research productivity; that is, we risk misspeci-
fication. Another common error lies in the aggre-
gation of data based on homogeneous groups
which, when correlated, yield higher results than
when individual data are used, or are actually
artifacts due to other factors. For example, the
correlation between college mean SAT scores and
the percentage of seniors planning to go to grad-
uate school is higher than the correlation
between SAT scores and graduate school plans
based on individuals. A related error is the cross-
level fallacy, which exists when the same con-
struct is used inappropriately to characterize
phenomena at different levels. For example, col-
leges don’t behave; individuals behave.

The contribution made by organizational
researchers is to compose models and logical
rules that provide for careful reasoning about
evidence of the influence of one level on another.
For example, the overall college culture may cre-
ate group norms that influence individual behav-
ior. The task for researchers is to assess each of
these kinds of variables, (i.e., culture, group

norms, and individual behaviors) and to analyze
how they influence each other. As Burstein (1980)
has pointed out, different variables may enter a
model at different levels and may mean differ-
ent things at different levels. For example, in the
international mathematics study, the perceptions
of the teachers’ friendliness may mean some-
thing quite different when the individual stu-
dent, the classroom, the school, the school
system, or the country is the unit of analysis.
Burstein (1980) and others have developed sta-
tistical procedures for giving the proper weight
to these different levels in the prediction of
achievement; that is, they have partitioned the
variance.

Some of the models that organizational
researchers have developed to deal with multi-
ple levels include composition models, which
relate nondependent variables across levels;
cross-level models, which relate independent
and dependent variables at different levels; and
multilevel models, which relate independent and
dependent variables generalizing across two or
more levels (see Rousseau, 1985, for an explica-
tion of these models). An example of a compo-
sition model is provided by James (1982), who
argues that when the definitions of organization-
al “climate,” are the same at the individual and
the unit levels, then psychological and organiz-
ational climate represent the same construct. For
example, when professors’ academic rigor means
the same thing at the level of the individual stu-
dent and at the level of the classroom as a whole,
then it is the same construct. The criterion for
equivalent definitions is perceptual agreement,
according to James. When unit members per-
ceive the unit in the same way, they share psy-
chological meaning, perceptual agreement exists,
and therefore, psychological and organization-
al climate represent the same construct. How-
ever, it is important to keep the levels distinct
and carefully in mind when we study a partic-
ular criterion.

For example, Hulin and Rousseau (1980)
report a series of studies that demonstrate these
differences. Studying a phenomenon that is com-
parable to attrition among college students,
employee turnover, they found that while eco-
nomic factors explain 70% of the variance in unit-
level turnover rates, individual attitudes and
behavioral intentions explain 70% of the variance
in individual turnover rates.
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Cross-level models would include studies of
such phenomena as the influence of college envi-
ronmental characteristics, such as CUES com-
munity scores, on individual behavior, such as
the individual’s satisfaction with the social life
of the college, and would use contextual mod-
erators, such as a college’s location or private-
public status, that affect these relationships.

The third type of model, the multilevel
model, examines phenomena and their conse-
quences at individual, group, and organization-
al levels. For example, Staw, Sandelands, and
Dutton (1981) examined the parallel processes
by which individuals, groups, and organizations
cope with adversity. The general process that was
common across levels was that threat produced
rigidity, a process that the behavior and the deci-
sions at each level reinforced and solidified.

There are many other examples of these
models in organizational research, but the lesson
for researchers in higher education is that fellow
researchers have wrestled with the same issues
and types of constructs that concern researchers
studying the college environment. Organization-
al researchers provide guidelines and techniques
for careful reasoning about relating data, vari-
ables, and constructs from one level to another
(see Roberts and Burstein, 1980, for discussions
of statistical methods). One possible application
would be to study in a single model the indi-
vidual, peer-group, and college influences on
students’ aspirations toward graduate school.

Insights and Possibilities from
Organizational Theory

In organizational research, there are many poten-
tial contributions of theory to the understanding
and assessment of college environments. First
is the variety of theories that have been consid-
ered (Benson, 1983; Hauser, 1980; Lawler, Nadler,
and Cammann, 1980). Some of the more recent
of these theorists include, at one extreme, the
demythologizers, who argue that the idea that
organizations are rationally articulated structures
organized to meet specific goals is a myth, espe-
cially as it applies to educational institutions
(e.g., Meyer and Rowan, 1978; Weick, 1976).
What is important, according to this view, is to
keep a particular coalition in power. Rituals and
symbolism are used to convince others of the
legitimacy and rationality of the organization.
For example, a university has a variety of rituals

to assume legitimacy among other people,
including hiring a ritually approved staff, offer-
ing a conventional curriculum, granting creden-
tials, and satisfying accrediting agencies and
professional associations. However, the univer-
sity goes to great lengths to be sure that the core
of the teaching and learning process is not eval-
uated by external groups. Given that the goal is
simply the perpetuation of the organization, not
the rational meeting of goals, the organization
can allow opposing interests to exist and can use
multiple nonaccountable administrative struc-
tures. However, this very nonrational structure
allows the organization to be quite adaptable to
changing conditions. The demythologizers
would have us look less at organizational struc-
tures in colleges and more at rituals, symbols,
and their functions, and at how colleges con-
struct our views of reality.

Another class of recent theorists are termed
the “politicizers” by Benson {1983), because they
argue that power considerations, particularly the
control of resources, are the key to organizations.
For example, organizational decisions may be
made as much to maintain or enhance the con-
trol of a power coalition as to enhance efficiency
and effectiveness. Even technical decisions may
be largely based on political considerations (Pfef-
fer, 1981). This group of theorists would argue
that in order to understand why environments
have the characteristics they do, we need to
examine the underlying power coalitions in col-
leges at universities and how their relations affect
decisions, rather than the colleges’ purported
educational goals.

Another group, the “ecologizers” (Aldrich,
1979; Hanf and Scharpf, 1978), go beyond the
single organization to focus on interorganiz-
ational power-dependence relations. These the-
orists would have us concentrate on the
relations between colleges, state legislatures,
major economic groups, and professional agen-
cies and examine how those relations influence
the environment. For example, part of the grow-
ing environmental press for “vocationalism” on
many campuses may stem from the demands
of professional organizations and state or fed-
eral agencies.

Another group of innovative theorists are the
“totalizers,” who examine how organizations are
entangled in the economic and political structure
of the total society, as well as their role in the
reproduction or maintenance of that structure.
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The totalizers concentrate on the place of orga-
nizations, networks of organizations, and popu-
lations of organizations in the total social
structure. Thus, they would have us examine
how colleges and universities have been and are
linked to technological and economic develop-
ments. They would then have us examine how
these developments influence the internal struc-
ture of colleges, following a Weberian analysis
(McNeil, 1978) or how they are part of a capital-
istic domination, following a Marxian analysis
(Clegg and Dunkerley, 1980). The view of colleges
and universities in Collins’s The Credential Soci-
ety (1979) and the views of the true purpose of
liberal education by Rossides (1984) can be con-
sidered in this category.

Other theorists have studied a variety of
additional concepts, including that of organiz-
ational evolution (Tushman and Romaneili,
1985), focusing on considerations of forces for
stability and forces for fundamental change, and
identifying the reasons for periods of relative
calm or convergence and periods of reorientation
or divergence. These are associated with inter-
nal requirements for coordinated action and
external demands or challenges for the organiz-
ation. This research has led some even {o pro-
pose institutional “life cycles,” although this
concept is controversial (Cameron and Whetten,
1983). In any case, this approach suggests deter-
mining where an organization is in its evolution
in order to understand its priorities, structure,
and functioning, Kimberly (1980) provides an
example of this kind of analysis in a study of an
innovative medical school.

Another approach, developed by Albert and
Whetten (1985), is that of “extended metaphor
analysis” in which the organization being ana-
lyzed is compared to a set of alternative organi-
zations. Albert and Whetten developed this
method when they attempted to define organ-
izational identity, that is, how an organization
answers the questions “Who are we?” and
“What do we want to be?” They proposed that
organizational identity is composed of a claimed
central character, claimed distinctiveness from
other organizations, and claimed continuity and
consistency over time. However, these authors
found that institutions can often have dual, even
multiple, identities, illustrating this idea with the
modern research university. To explicate the dual
identity of the university, these authors used the
metaphors of the church and the business organ-

ization. They compared these organizations in
terms of their ideological claims, their socializa-
tion procedures, their organizational pattern,
and, most important, their normative versus util-
itarian functions. These have implications for
decisions during times of retrenchment, attitudes
toward leadership, and attitudes toward mar-
keting the organization. The method of extended
metaphor analysis, then, also suggests different
ways of viewing the college environment.

Another potentially useful approach is the
study of organizational demography (Pfeffer,
1983). Particularly appropriate for the faculty
environment, this approach examines the demo-
graphic characteristics of the staff, such as age,
sex, ethnicity, SES, and especially length of ser-
vice. These characteristics influence such vari-
ables as acceptance of innovation and adaptability,
the form of control employed and the size of the
administrative staff, cohort identity, and mobil-
ity aspirations. The effects of organizational
demography in colleges can be seen in such areas
as the “graying of the professoriate” and the
increasing numbers of “new students” and
“returning students.” Although these factors
have been discussed on a national level, the
effects of the demographics of the student body,
the professors, and the administrators on indi-
vidual college environments have not been
explored systematically. However, it seems very
plausible that the environments of colleges with
a high proportion of returning or older students
would be different from colleges with low pro-
portions. These possibilities are worth exploring.

One significant contribution of organization-
al behavior research is the explication of the idea
of fit. As described by Nadler and Tushman
(1980), there are at least six definitions of fit, as
shown in Table 6-1.

The drawback of this delineation of the vari-
eties of fit, or congruence, is that it does not show
how to deal with multiple fits. For example, a
student may fit quite well in a residence group
which has an antiacademic, social orientation,
which does not fit with the college’s academic
orientation. When the residence group is
involved in a “task” that has an academic pur-
pose, there may be a further lack of fit. Situations
like this may explain why studies of congruence
have obtained such disappointing results. That
is, a student can be congruent with some aspects
of a college and incongruent with others. It may
be the total level of congruency, or his or her
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TABLE 6-1
Definitions of Fits

At
Individual-
organization

The issues

To what extent individual needs are met by the organizational arrangements, to what
extent individuals hold clear or distorted perceptions of organizational structures, and the

convergence of individual and organizational goals

Individual-task

To what extent the needs of individuals are met by the tasks, to what extent individuals

have skills and abilities to meet task demands

Individual-
informal
organization

Task-organization

goals

Yo what extent individual needs are met by the informal organization, to what extent
the informal organization makes use of individual resources, consistent with informal

Whether the organizational arrangements are adequate to meet the demands of the task,

whether organizational arrangements tend to motivate behavior consistent with task

demands
Task-informal
organization
Organization-
informal
organization

those of the formal organization

S;ée: Nadler and Tushman (1980).

degree of congruency with the elements of the
environment, that is most important to him or her,
or congruence with the areas that are most salient
to a particular criterion that will play the largest
role. Although it is extremely difficult to distin-
guish among these multiple interactions in our
research, it is important to attempt to assess their
influence.

In sum, organizational behavior research
includes many concepts that can be applied to
several of the problems in the study of the col-
lege environment that were identified in the
review of research. These include clarification of
the meaning of perceptions, clarity concerning
the level of analysis, and recognition of the mul-
tiple meanings of fit. In addition, organization-
al theory provides many useful perspectives on
the college environment, suggesting reconcep-
tualizations of their structure and functioning,.

Conclusion

This review of research on the college environ-
ment has discussed a wide variety of concepts
and assessment techniques. This variety might
be expected. The “environment” can be an elu-
sive concept, since it includes such components
as campus mores and traditions; standards of

Whether the informal organization structure facilitates task performance, whether it
hinders or promotes meeting the demands of the task

Whether the goals, rewards, and structures of the informal organization are consistent with

achievement; political atmosphere; physical facil-
ities and architecture; values and priorities; or-
ganizational structure; and long-standing issues
and controversies (Dressell, 1976). In addition,
each of these components affects members of the
environment through other people, so that the
characteristics of the individual members of
the environment help determine its overiding
features. For example, a college could have strin-
gent academic standards, but the environment
for learning would be very different if these stan-
dards were upheld by friendly, supportive fac-
ulty or by martinets. Although it is important
to analyze the separate components and to dis-
tinguish between general characteristics and
individual behaviors, it is an even more impor-
tant and difficult task to analyze the ways in
which they interact to form an overall “eviron-
ment” (Glick, 1985). A related conceptual prob-
lem is whether it is the local or “proximal”
environment or subenvironment or the total or
“distal” environment or “climate” that is most
important (Pace and Baird, 1966; Moran and
Volkwein, 1987).

Another issue with far-reaching conse-
quences is whether we conceive of the environ-
ment as an individual psychological variable or
a group of organizational variables. In addition
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to the problems in analysis and statistics that this
issue creates, it leads to very different conse-
quences for our research methods. If we consider
the environment a psychological issue, we might
attempt to examine each individual’s ideas about
the environment by assessing the person’s “con-
struct space,” akin to semantic space. We would
be less concerned with the “objectivity” of the
descriptions of the environment than with the
consequences for the individual’s behavior. We
would examine the individual’s coping mecha-
nisms and other psychological reactions to the
environment. (Moos, 1979, has proposed some-
thing along this line.) We would also turn to
environmental psychology for insights and
methods (e.g., Holahan, 1986). If we consider the
environment as a sociological or social psycho-
logical issue, we would concentrate on identi-
fying norms, sanctions, controls for deviancy,
patterns of affiliation, power relations, and so on,
using the group or the organization as the unit
of analysis.

Since the interaction of the individual with
his or her environments involves many com-
plexities and subtleties, consideration should be
given to qualitative research methods (Jacob,
1987). These methods include cognitive anthro-
pology, symbolic interaction, and ethnography.
Ethnography seems particularly appropriate to
the analysis of the environment. Originally
developed in anthropology, ethnography is
today an “extended family” of techniques, but
its key focus is on analyzing the cultural patterns
of a defined group and on describing the culture
as it is seen by participants in the culture (Ham-
mersley and Atkinson, 1983). Therefore, it
involves participation, observation, interview-
ing, and documentation of behaviors and atti-
tudes (Clammer, 1984). Although it has rarely
been applied to higher education, ethnography
has been profitably used to study medical edu-
cation {Atkinson, 1981) and such educational
units as high schools (e.g., Peshkin, 1978).

The problem is, of course, that the “envi-
ronment” is where the individual mind, the
social group, and the organizational structure
meet and interact. And these interactions create
many conceptual and statistical difficulties.
However, it seems that, in order to understand
how colleges educate and influence their stu-
dents, we will have to deal with these difficul-
ties. The recent research in organizational

behavior offers some very helpful insights and
techniques. However, the greatest need is for
comprehensive theories that will allow us to deal
with the complexities of the person-environment
interaction in all its richness.

More specifically, my opinion is that future
research will be more fruitful if it moves in cer-
tain directions. The first is to continue the trend
of movement away from analyses of specific
measures and toward the identification of the
psychological and social processes that create the
environment. That is, it would be profitable to
concentrate on understanding how students are
attracted to one another, how informal groups
form, how cohesiveness operates, how peers
influence one another, how norms are formed
and enforced, how people become identified
with their group and college, how social judg-
ments are formed, and how the social roles on
campuses conflict with or reinforce each other. It
would also be very useful to have better ways of
identifying the real subgroups on campuses.
That is, almost all research involving college sub-
groups uses nominal groups, such as the resi-
dence group, the major field, and student
organizations, which may not have any true
social interaction and cohesiveness. Research
projects that could identify the real norm and
peer groups of students would be very valuable.
A related advance in research methodology
would be technique for assessing students’
degree of involvement in different groups and
methods of assessing their saliency in different
areas. For example, a student might base his or
her ideas of the right number of hours to study
on interactions with the members of an informal
study group in a math class but might base his
or her drinking behavior upon a group of friends
in his or her residence hall. Different groups are
salient for different behaviors.

A more general issue is that of the general
level of involvement in campus life. Many stu-
dents today experience little of the college.
Nationally, 42% of students are enrolled part
time. Of freshmen, 40% do not live on campus,
and this percentage increases as students
progress toward their degrees. As commuting
and working students, they come to college only
to attend classes or to do required assignments.
What is the “environment” for these students?
Clearly, our usual conceptions of the environ-
ment, which are based on the fully involved stu-
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dent, are inadequate for understanding how the
college affects such students.

Whatever the topic pursued, researchers
should keep the distinctions between levels of
measurement in mind and should develop
measures that are appropriate for the individual
psychological environment, the group social-
psychological environment, and the global or col-
lege culture environment. Likewise, researchers
should use statistical methods that properly link
data at different levels.

Finally, progress can be made if we recognize
that a good deal of research bears on the analysis
of the college environment, even if it is concerned
with another topic. For example, a recent study
of the characteristics of productive research depart-
ments included a variety of measure of the envi-
ronments of graduate programs (Baird, 1986).
These kinds of research should be brought into our
thinking about the environment. Likewise, [ hope
this review will encourage researchers working on
a variety of topics in higher education to include
assessments of environments in their designs.

In summary, this review of the extensive his-
tory of research efforts to understand and assess
the college environment indicates that the gen-
eral concept is alive and well and is living in the
minds of more than a few researchers.

References

Albert, 5., and Whetten, D. A. (1985). Organizational
identity. In Cummings and Staw, Research in Or-
ganizational Behavior, Vol. 7.

Aldrich, H. E. (1979). Organizations and Environments.
Englewood Cliffs, NJ: Prentice-Hall.

Anderson, R. E. (1983). Finance and Effectiveness: A
Study of College Environments. Princeton, NJ: Edu-
cational Testing Service.

Ashforth, B. E. (1985). Climate formation: issues and
extensions. Academy of Managemen! Review 10:
§37-847.

Astin, A. W. (1962). An empirical characterization of
higher educational institutions. fournal of Educa-
tional Psychology 53: 224-229.

Astin, A. W. (1963a). Differential effects on the moti-
vation of talented students to pursue the Ph.D.
degree. Journal of Educational Psychology 54: 63-71.

Astin, A. W. (1963b). Further validation of the envi-
ronmental assessment technique. Journal of Edu-
cational Psychology 54: 217-226.

Astin, A.W. (1965). Who Goes Where to College?
Chicago: Science Research Associates.

Astin, A. W. (1968). The College Environment. Wash-
ington, DC: American Council on Education.

Astin, A. W. (1972). Manual for the Inventory of College
Activities. Minneapolis: National Computer Sys-
tems.

Astin, A. W, and Holland, J. (1961). The environmental
assessment technique: a way to measure college

environments. Journal of Educational Psychology 52:
308-316.

Astin, A. W, and Panos, R.]. (1969). The Educational
and Vocational Development of College Students.
Washington, DC: American Council on Educa-
tion.

Atkinson, P. (1981). The Clinical Experience. Farnsbor-
ough, UK.: Gower.

Baird, L. L. (1974). The practical utility of measures
of college environments. Review of Educational
Research 44(3): 307-329.

Baird, L. L. {1986). What characterizes a productive
research department? Research in Higher Education
25(3): 211-225.

Baird, L. L. (1987). The undergraduate experience:
commonalities and differences among colleges.
Paper presented at 1987 Meetings of the Associ-
ation for the Study of Higher Education, Febru-
ary, San Diego.

Baird, L. L., and Hartnett, R. T. (1980). Understanding
Student and Faculty Life. San Francisco: Jossey-Bass.

Ballou, R. A. (1985). An analysis of freshman students
perceptions of the living environment, behavior,
and academic achievement in the residence hall
systems of twelve colleges and universities. Paper
read at National Association of Student Person-
nel Administrators Meetings.

Barker, R. G. (1968). Ecological Psychology: Concepts and
Methods for Studying the Environment of Human
Behavior. Stanford, CA: Stanford University Press.

Barton, A. H. (1960). Organizational measurement and
its bearing on the study of college environments.
Research Monograph No. 2. New York: College
Entrance Examination Board.

Benson, ]. K. (1983). Paradigm and praxis in organiz-
ational analysis. In Cummings and Staw, Research
in Organizational Behavior, Vol. 5.

Berdie, R. F. (1967). A university is a many-faceted
thing. Personnel and Guidance Journal 45: 269-277.

Betz, E. L., Klingensmith, ]. E., and Menne, ]. W. (1970).
The measurement and analysis of college student
satisfaction. Measurement and Evaluation in Guid-
ance 3: 110-118.

Boyer, E. L. (1987). College: The Undergraduate Experi-
ence in America. New York: Harper & Row.

L——



—ﬁ

128  ASHE Theoretical Perspectives on College Students

Burstein, L. (1980). The analysis of multilevel data in
educational research and evaluation. In D. E.
Berliner (ed.), Review of Research in Education, Vol.
8. Washington, DC: American Educational
Research Association.

Cameron, K. S., and Whetten, D. A. (1983). Models of
the organizational life cycle: applications to
higher education. Review of Higher Education 6:
269-299.

Centra, ). A. {1970). The college environment revisited:
current descriptions and a comparison of three
methods of assessment. Research Bulletin 70—44.
Princeton, NJ: Educational Testing Service.

Centra, J. A. {(1973). Comparison of three methods of
assessing college environments. Journal of Educa-
tional Psychology 63: 56-62.

Chickering, A. W. (1969). Education and Identity. San
Francisco: Jossey-Bass.

Chickering, A. W. (1972). Undergraduate academic
experience. Journal of Educational Psychology 63(2):
134-143.

Chickering, A. W., McDowell, J., and Campagna, D.
(1969). Institutional differences and student devel-
opment. Journal of Educational Psychology 60:
315-326.

Clammer, ]. (1984). Approaches to ethnographic
research. In R. F. Ellen (ed.), Ethiographic Research:
A Guide to General Conduct. London: Academic
Press.

Clark, B. R., and Trow, M. (1966). The organizational
context. In T. M. Newcomb and E. K. Wilson
{eds.), College Peer Groups: Problems and Prospects
for Research. Chicago: Aldine.

Clegg, S., and Dunkerley, D., eds. (1980). Organization,
Class and Control. Boston: Routledge & Kegan
Paul.

Collins, R. (1979). The Credential Sociefy. New York:
Academic Press.

Creager, ]. A., and Astin, A. W. (1968). Alternative
methods of describing characteristics of colleges
and universities. Educational and Psychological
Measurement 28: 719-734.

Cronbach, L. J. (1969). Essentials of Psycholagical Test-
ing. New York: Harper & Row.

Cummings, L. L., and Staw, B. M., eds. (annual, 1978-).
Research in Organizational Behavior. Greenwich, CT:
JAI Press.

Deutch, M., and Krauss, R. M. (1965). Theories in Social
Psychology. New York: Basic Books.

Doucet, ]. A. (1977). The implications of rank-ordering
on the Clark-Trow typology. Journal of College Stu-
dent Personnel 18(1): 25-31.

Dressell, P. L. (1976). Handbook of Academic Evaluation.
San Francisco: Jossey-Bass.

Elton, C. F. (1987). Unpublished analyses, University
of Kentucky.

Feldman, K. A. (1972). Measuring college environ-
ments: some uses of path analysis. American Edu-
cational Research Journal 8: 51-70.

Feldman, K. A., and Newcomb, T. M. (1969). The Impact
of College on Students. San Francisco: Jossey-Bass.

Georgion, P. (1973). The goal paradigm and notes
toward a counter paradigm, Administrative Sci-
ence Quarterly 18: 291-310.

Gerst, M. S., and Sweetwood, H. (1973). Correlates of
dormitory social climate, Environment and Behav-
ior 5: 440-464.

Glick, W. H. (1985). Conceptualizing and measuring
organizational and psychological climate: pitfalls
in multilevel research. Academy of Management
Review 10: 601-616.

Gross, E., and Grambsch, P. V. (1968). University Goals
and Academic Power. Washington, DC: American
Council on Education.

Gross, E., and Grambsch, P. V. (1974). Changes in Uni-
versity Organization, 1964-1971. New York:
McGraw-Hill.

Guion, R. M. (1973). A note on organizational climate.
Organizational Behavior and Human Performance 9
120-125.

Haines, V. ]., Deifhoff, G. M., LaBeff, E. G., and Clark,
R. E. (1986). College cheating: immaturity, lack of
commitment and the neutralizing attitudes.
Research in Higher Education 25(4): 342-354.

Hammersley, M., and Atkinson, P. (1983). Ethnography:
Principles in Practice, New York: Tavistock.

Hanf, K., and Scharpf, F. eds. (1978). Interorganization-
al Policy Making, Limits to Coordination and Central
Control. Beverly Hills: Sage.

Hartnett, R. T., and Centra, J. A. (1974). Faculty views
of the academic environment: Situational vs. insti-
tutional perspectives. Sociology of Education 47
159-169.

Hauser, D. L. (1980). Comparison of different models
for organizational analysis. In Lawler et al., Or-
ganizational Assessment.

Hearn, J. C., and Mcos, R. H. (1976). Social climate and
major choice: A test of Holland’s theory in uni-
versity student living groups. Journal of Vocational
Behavior 8: 293-305.

Holahan, C.]. {1986). Environmental psychology.
Annual Review of Psychology, 1986 37: 381-407.

Holland, J. L. (1962). Some explorations of a theory
of vocational choice: one-and two year Jongitu-
dinal studies. Psychological Monographs 76(26):
entire issue.




The College Environment Revisited: A Review of Research and Theory 129

land, J- L. (1966). The Psychology of Vocational Choice:
g A Theory of Personality Types and Model Environ-
ments. Waltham, MA: Blaisdell.

Holland, J- L. (1973). Making Vocational Choices: A The-
ory of Careers. Englewood Cliffs, NJ: Prentice-Hall.

Holland, J. L. (1985). Making Vocational Choices (2nd
ed.). Englewood Cliffs, NJ: Prentice-Hall.

Huebner, L. A. (1980). Interaction of student and cam-
pus.InU. Delworth and G. R. Hanson {eds.), Stu-
dent Services: A Handbook for the Profession. San
Francisco: Jossey-Bass.

Huebner, L. A., and Corrazini, J. G. (1978). Ecomap-
ping: a dynamic model for intentional campus
design. Journal Supplement Abstract Service. Am.
Psychol. Assn.

Hulin, C. L., and Rousseau, D. M. (1980). Analyzing
infrequent events: once you find them your trou-
bles begin. In R. H. Roberts and L. Burstein {eds.),
Issues in Aggregation: New Directions for Method-
ology of Social and Behavioral Science, Vol. 6. San
Francisco: Jossey-Bass.

Jacob, E. (1987). Qualitative research traditions: a
review. Review of Educational Research 57(1): 1-50.

James, L. R. (1982). Aggregation bias in estimates of
perceptual agreement. Journal of Applied Psychol-
ogy 67: 219-229.

James, L. R., and Jones, A. P. (1974). Organizational cli-
mate: a review of theory and research. Psycholog-
ical Bulletin 81: 1096-1112.

Johannesson, R. E. {1973). Some problems in the
measurement of organizational climate. Organ-
izational Behavior and Human Performance 10:
118-144.

Kimberly, J. R. (1980). Initiation, innovation, and insti-
tutionalization in the creation process. In J. R.
Kimberly and R. H. Miles {(eds.), The Organization-
al Life Cycle. San Francisco: Jossey-Bass.

Knapp, R. H., and Goodrich, H. B. (1952). Origins of
American  Scientists. Chicago: University of
Chicago Press.

Knapp, R. H., and Greenbaum, J. ]. {1953). The Younger
American Scholar. Chicago: University of Chicago
Press.

Lawler, E. E., Nadler, D. A., and Cammann, C., eds.
(1980). Organizational Assessment. New York:
Wiley.

Long, S. (1976). Sociopolitical ideology as a determi-
nant of students’ perceptions of the university.
Higher Education 5: 423-435.

Long, S. (1977). Dimensions of student academic alien-
ation. Educational Administration Quarterly 13
16-20.

Longino, C. F, and Kart, C. S. (1974). The college fra-
ternity: an assessment of theory and research.
Journal of College Student Personnel 14: 118-125.

Lord, R.G. (1985). An information processing
approach to social perceptions, leadership, and
behavioral measurement in organizations. In
Cummings and Staw, Research in Organizational
Behavior, Vol. 7.

Lunneborg, C. E. (1978). Review of the institutional
goals inventory. In O. K. Buros (ed.), The Eighth
Mental Measurements Yearbook. Highland Park, NJ:
Gryphon Press.

McNeil, K. (1978). Understanding organizational
power: building on the Weberian legacy. Admin-
istrative Science Quarterly 23: 65-90.

Menne, ]. W. (1967). Techniques for evaluating the col-
lege environment. Journal of Educational Measure-
ment 4: 219-225,

Meyer, J. W., and Rowan, B. (1978). The structure of
educational organizations. In W. Meyer and Asso-
ciates (eds.), Environments and Organizations. San
Francisco: Jossey-Bass.

Moos, R. H. (1979). Evaluating Educational Environ-
ments. San Francisco: Jossey-Bass.

Moos, R. H., et al. (1975). A typology of university stu-
dent living groups. Journal of Educational Psychol-
ogy 67: 359-367.

Moos, R. H., and Bromet, E. (1978). Relation of patient
attributes to perceptions of the treatment envi-
ronment. Journal of Consulting and Clinical Psy-
chology 46: 350-351.

Moos, R. H., and Van Dort, B. (1977). Physical and
emotional symptoms and campus health center
utilization. Social Psychiatry 12: 107-115.

Moran, E. T., and Volkwein, . (1987). Organizational
climate of institutions of higher education: con-
struct determination and relationship to organiz-
ational effectiveness criteria. Paper presented at
Association for the Study of Higher Education
meetings, San Diego.

Murray, H. A. (1938). Explorations in Personality. New
York: Oxford University Press.

Nadler, D. A. (1980). Role of models in organization-
al assessment. In Lawler et al., Organizational
Assessment.

Nadler, D. A., and Tushman, M. L. (1980). A congru-
ence model for organizational assessment. In
Lawler et al., Organizational Asscssment,

Naylor, J. P, Pritchard, R. D., and Ilgen, D. R. (1980).
A Theory of Behavior in Organizations. New York:
Academic Press.

Nettles, M. T., Thoeny, A. R., and Gosman, E. F. (1986).
Comparative and predictive analyses of black
and white students’ college achievement and

experiences. Journal of Higher Education 57:
289-318.



130  ASHE Theoretical Perspectives on College Students

Pace, C. R. (1966). Comparisons of CUES Results from
Different Groups of Reporters. (College Entrance
Examination Board Report No. 1.) Los Angeles:
University of California.

Pace, C. R. (1969). College and University Environment
Scales: Technical Manual (2nd ed.). Princeton, NJ:
Educational Testing Service.

Pace, C. R. (1972). Education and Evangelism: A Profile
of Protestant Colleges. New York: McGraw-Hill.

Pace, C. R. (1974). The Demise of Diversity? A Compar-
ative Profile of Eight Types of Institutions. New York:
McGraw-Hill.

Pace, C. R. (1984). Measuring the Quality of College Stu-
dent Experiences. Los Angeles: UCLA-Higher Edu-
cation Research Institute.

Pace, C. R. (1987). CSEQ: Test Manual and Norms: Col-
lege Student Experiences Questionnaire. Los Ange-
les: The Center for the Study of Evaluation,
Graduate School of Education, University of Cal-
ifornia, Los Angeles.

Pace, C. R., and Baird, L. L. (1966). Attainment pat-
terns in the environmental press of college sub-
cultures. In T. M. Newcomb and E. K. Wilson
(eds.), College Peer Groups. Chicago: Aldine.

Pace, C. R., and Stern, G. G. (1958). An approach to the
measurement of psychological characteristics of

college environments. Joutrnal of Edicational Psy-
chology 49: 269-277.

Pascarella, E. T. (1974). Students’ perceptions of the
college environment: how well are they under-
stood by administrators? Journal of College Student
Personnel 15: 370-375.

Pascarella, E. T. (1984). College environmental influ-
ences on students’ educational aspirations. four-
nal of Higher Education 55: 751-771.

Pascarella, E. T. (1985). College influences on learning
and cognitive development. In ]. Smart {ed.),
Higher Education: Handbook of Theory and Research,
Vol. 1. New York: Agathon Press.

Pascarella, E., and Terenzini, P. {1978). Student-faculty
informal relationships and freshman-year edu-

cational outcomes. Journal of Educational Research
71: 183-189.

Pascarella, E., and Terenzini, P. {1980). Student-faculty
and student-peer relationships as mediators of
the structural effects of undergraduate residence
arrangement. Journal of Educational Research 73:
344-353.

Pascarella, E., and Terenzini, P. {1983). Predicting vol-
untary freshmen-year persistence/ withdrawal
behavior in a residential university: a path ana-
lytic validation of Tinto's model. Journal of Edu-
cational Psychology 75: 215-226.

Perry, W. G. (1981). Cognitive and ethical growth: the
making of meaning. In A. W. Chickering and
Associates (eds.), The Modern American College.
San Francisco: Jossey-Bass.

Peshkin, A. (1978). Growing Up American: Schooling and
the Survival of Community. Chicago: University
of Chicago Press.

Peterson, M. W., Cameron, K. S., Mets, L. A., Jones, P,
and Eitington, D. (1986). The Organizational Con-
text for Teaching and Learning: A Review of the
Research Literature. Ann Arbor, MI: National Cen-
ter for Research to Improve Postsecondary Teach-
ing and Learning.

Peterson, R. E. (1968). College Student Questionnaire:
Technical Manual. Princeton: Educational Testing
Service.

Peterson, R. E., et al. (1970). Institutional Functioning
Inwentory: Preliminary Technical Manual. Princeton:
Educational Testing Service.

Peterson, R. E., and Uhl, N. P. (1977). Fornudlating Col-
lege and University Gonls: A Guide for Using the IGI.
Princeton: Educational Testing Service.

Pfeffer, J. (1981). Power in Organizations. Marshfield,
MA: Pittman.

Pteffer, J. (1982). Organizations and Organization The-
ory. Boston: Pittman.

Pfeffer, |. (1983). Organizational demography. In Cum-
mings and Staw, Research in Organizational Behav-
ior, Vol. 5.

Richards, J. M., Jr.,, and Braskamp, L. A. (1969). Who
goes where to junior college. In L. A. Munday
(ed.), The Two-Year College and Its Students: An
Empirical Report. lowa City: American College
Testing Program.

Richards, J. M., Jr,, Rand, L. M., and Rand, L. P. (1966).
Description of junior colleges. fournal of Educa-
tional Psychology 57: 207-214.

Richards, J. M., Jr, Rand, L. M., and Rand, L. P
{1968). A description of medical college envi-
ronments. American Educational Research Journal
5: 647-658.

Richards, J. M., Jr., Seligman, R., and Jones, P. K. (1970)-
Faculty and curriculum as measures of college
environment. Journal of Educational Psychology 61:
324-332.

Roberts, K. H., and Burstein, K., eds. (1980). Issues in
Aggregation: New Directions for Methodology of
Social and Behavioral Science, Vol. 6. San Francisco-
Jossey-Bass.

Rossides, D. W. (1984). What is the purpose of edu-
cation: the worthless debate continues. Change
16(3): 14—46.




The College Environment Revisited: A Review of Research and Theory 131

Rousseau, D. M. (1985). Issues of level in organization-
al research: multi-level and cross-level perspec-
tives. In Cummings and Staw, Research in
Organizational Behavior, Vol. 7.

Sasajima, M., Davis, ]. A., and Peterson, R. E. (1968).
Organized student protest and institutional cli-
mate. American Educational Research Journal 5:
291-304.

Schneider, B. (1975). Organizational climates: an essay.
Personnel Psychology 28: 447-479.

Schneider, B. (1983). Work climates: an interactionist
perspective. In N. W. Feimer and E.S. Geller
(eds.), Environmental Psychology: Directions and
Perspectives. New York: Praeger.

Staw, B., Sandelands, L. E., and Dutton, ]. E. (1981).
Threat-rigidity effects in organizational behavior:
a multi-level analysis. Administrative Science Quar-
terly 26: 501-524.

Stern, G. G. (1970). People in Context. New York: Wiley.

Study Group on the Conditions of Excellence in Amer-
ican Higher Education. (1984). Involvement in
Learning. Washington, DC: U.S. Department of
Education.

Terenzini, P. T., and Pascarella, E. T. {1977). An assess-
ment of the construct validity of the Clark-Trow
typology of college student subcultures. Ameri-
can Educational Research Journal 14: 225-248,

Thistlethwaite, D. T. (1960). College press and changes
in study plans of talented students. journal of Edu-
cational Psychology 51: 222-234.

Thistlethwaite, D. T. (1963). Rival hypotheses for
explaining the effects of different learning envi-
ronments. Journal of Educational Psychology 53:
310-315.

Thistlethwaite, D. T., and Wheeler, N. {1966). Effects
of teaching and peer subcultures upon student

aspirations. Journal of Educational Psychology 57:
35-47.

Tinto, V. (1987). Leaving College. Chicago: University
of Chicago Press.

Tushman, M. L., and Romanelli, E. (1985). Organiz-
ational evolution: a metamorphosis model of con-
vergence and reorientation. In Cummings and
Staw, Research in Organizational Behavior, Vol. 7.

Van deVen, A. H., and Drayin, R. (1985). The concept
of fit in contingency theory. In Cummings and
Staw, Research in Organizational Behavior, Vol. 7.

Walsh, W. B. (1973). Theories of Person-Environment
Interaction: Implications for the College Student. lowa
City: American College Testing Program.

Warren, . R., and Roelfs, P. ]. (1972). Student reac-
tions to college: the development of a question-
naire through which junior college students
describe their college experiences. Research Pro-
ject Report 72-23. Princeton: Educational Testing
Service.

Weick, K. (1976}. Educational organizations as loosely
coupled systems. Administrative Science Quarterly
21: 1-19.

Weick, K. (1977). Repunctuating the problem. In P. S.
Goodman and ]. M. Pennings (eds.), New Per-
spectives on Organizational Effectiveness. San Fran-
cisco: Jossey-Bass.

Wethersby, R. P. (1981). Ego development. In A. W.
Chickering and Associates (eds.), The Modern
American College. San Francisco: Jossey-Bass.

Wilcox, B., and Holahan, C. }. (1976). Social ecology of
the megadorm in university student housing.
Journal of Educational Psychology 68: 453-458.

Wilder, D. H., Hoyt, A. K., Surbeck, B. 5., Wilder, J. C,,
and Carney, P. 1. (1986). Greek affiliation and atti-
tude change in college students. Journal of Col-
lege Student Personnel 27(6): 510-518.

Williams, T. E. (1986}, Optimizing student-institution
fit: an interactionist perspective. College and Uni-
versity 61: 141-152.

Winston, R. B, Jr., Hutson, G. 5., and McCaffry, 5. 5.
(1980). Environmental influences on fraternity
academic achievement. fournal of College Student
Personnel 21: 449-455.

Wolfle, D. (1954). America’s Resources of Specialized Tal-
ent. New York: Harper Bros.




